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15.1 Introduction

Conventional transformation methods, such as QR technique, for the eigen-problem of a symmetric matrix are quite popular. However, there has been an increasing interest in iterative algorithms due to the following two reasons.
First of all, unlike conventional methods which usually find all the eigenvalues and the eigenvectors simultaneously, iterative methods seek only the desired eigenvalues and eigenvectors. Hence, they should be more efficient. Moreover, the computational complexity of iterative algorithms depends largely on how easily the matrix-vector product $Ax$ can be computed. Therefore, iterative methods could be even more efficient when $A$ is sparse or when $A$ has a certain special structure (like Hankel or Toplitz) for which FFT can be used to speed up the computation of $Ax$. Examples of the second case can be found in [1–3] where FFT has been used along with the conjugate gradient to solve Hankel systems.

Secondly, iterative methods can easily fit in the frame work of adaptive signal processing. Algorithms based on iterative methods were proposed in [4–9] to adaptively find the eigenvector corresponding to the minimum eigenvalue of a sample covariance matrix, while the covariance matrix is being continually updated.

In [10], it has been shown that the conjugate gradient method can be utilized in an efficient fashion for adaptively finding the eigenvector corresponding to the minimum eigenvalue. However, in this chapter, we present the conjugate gradient algorithm for the minimum/maximum eigen-problem of a fixed symmetric matrix. For convenience, only the minimum eigen-problem is mentioned throughout this chapter, unless it is necessary to distinguish it from the maximum eigen-problem, since the algorithms we shall discuss work equally well for both problems.

The chapter is organized as follows. In section 15.2 the essential basic concepts are outlined including the properties of the Rayleigh quotient, iterative algorithms for functional optimization, and their connections to the minimum eigen-problem. The conjugate gradient and steepest descent algorithms are presented and compared in section 15.3. The comparison of the two algorithms favors the conjugate gradient. Possible applications of the conjugate gradient algorithm are given in section 15.4. Finally, conclusive remarks are given in section 15.5.

15.2 Preliminaries

a. Rayleigh Quotient and its Properties

We shall consider a real symmetric matrix $A$ of order $n$ whose
eigenvalues and eigenvectors will be denoted by $\lambda_i$ and $x_i$ so that

$$Ax_i = \lambda_i x_i, \quad i = 1, 2, \ldots, n,$$

with

$$\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n,$$

and

$$\langle x_i, x_j \rangle = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases}$$

where $\langle \cdot, \cdot \rangle$ is the ordinary scalar product of vectors.

The Rayleigh quotient $\mathcal{O}(x)$ associated with the matrix $A$ is a finite-dimensional nonquadratic functional which assigns to any non-zero real vector $x$ a scalar quantity given by

$$\mathcal{O}(x) = \langle x, Ax \rangle / \langle x, x \rangle = x^T Ax / x^T x$$

where $T$ denotes the transpose. Here both $A$ and $x$ are considered to be real.

The Rayleigh quotient has the following properties:

1) Homogeneity.
   $\mathcal{O}(x)$ is homogeneous of degree one, i.e.,
   $$\mathcal{O}(kx) = \mathcal{O}(x)$$
   for any constant $k \neq 0$.

2) Minimal Residual.
   Given $x \neq 0$, $\mathcal{O}(x)$ yields minimal residual, i.e.,
   $$\|(A - \mu I)x\|_2^2 \geq \|Ax\|_2^2 - \mathcal{O}^2(x)\|x\|_2^2$$
   where $\|\cdot\|_2$ is the 2-norm of a vector in $R^n$ defined as
   $$\|x\|_2 = \langle x, x \rangle^{1/2}$$
   $I$ is an identity matrix, and the equality holds only when $\mu = \mathcal{O}(x)$.

3) Boundedness.
   The values of the Rayleigh quotient are in the real interval bounded by the extreme eigenvalues $[\lambda_1, \lambda_n]$, i.e.
   $$\lambda_1 \leq \mathcal{O}(x) \leq \lambda_n$$
Also, $\varnothing(x)$ is equal to $\lambda_1$ or $\lambda_n$ when $x$ is in the space spanned by $x_1$ or $x_n$.

4) Stationarity.

The gradient $g_\varnothing(x)$ of $\varnothing(x)$ is given by

$$g_\varnothing(x) = 2 \times [Ax - \varnothing(x)x]/\langle x, x \rangle$$

(9)

The Hessian of the Rayleigh quotient is

$$H_\varnothing = 2 \times (A - g_\varnothing x^T - x g_\varnothing^T - \varnothing I)/\langle x, x \rangle$$

(10)

From the definitions of gradient and Hessian of $\varnothing(x)$, it is seen that the eigenvectors of $A$ correspond to the stationary points of $\varnothing(x)$ where the gradient is zero, and the eigenvalues of $A$ are the values of $\varnothing$ at the corresponding stationary points. Moreover, the minimum eigenvector $x_1$ is the only local and global minimum of $\varnothing(x)$ which offers a stable stationary point (semi-positive Hessian) with respect to the descent search in the method to be discussed.

In the above discussion, the algebraic multiplicity of unity of the extreme eigenvalues has been assumed. When the minimum eigenvalue has multiplicity $r < n$, i.e.,

$$\lambda_1 = \lambda_2 = \cdots = \lambda_r$$

(11)

then, $\varnothing(x)$ will assume its minimum when $x$ is in the space of

$$\text{span}\{x_1, x_2, \ldots, x_r\}$$

(12)

The close relation between the eigen-data of $A$ and the stationary points of its Rayleigh quotient enable us to obtain the minimum eigenvalue of $A$ by minimizing the Rayleigh quotient of $A$.

b. Descent Methods in Functional Minimization

Most iterative methods for finding the minimum of a functional $f(x)$ defined on $\mathbb{R}^n$ take the form

$$x(k + 1) = x(k) + \alpha(k)d(k)$$

(13)

where $d(k)$ is called the "search direction," and $\alpha(k)$ is called the "step length" which is chosen to minimize, or at least reduce, $f(x)$
along the line that passes through \( x(k) \) in the direction of \( d(k) \). Thus there are two distinct problems in such an iterative method: the choice of \( d(k) \), and the determination of \( \alpha(k) \).

An iterative method is called a descent method if it generates a sequence of scalars \( \{f[x(k)]\} \) which is descending, i.e.,

\[
f[x(k + 1)] < f[x(k)]
\]

Since the sequence is bounded from below by \( f(x_m) \), where \( x_m \) is the global minimum of \( f(x) \), it seems likely that the sequence \( \{x(k)\} \) will converge to at least a local minimum of \( f(x) \). That is why so much attention has been drawn to the study of descent methods in the functional minimization.

Corresponding to the choices of the search directions, there are various iterative methods among which the most well known ones are the steepest descent (SD), Newton descent (ND), variable metric (VM), and conjugate gradient (as a special version of more generalized conjugate direction) methods [11].

In the steepest descent (SD) algorithm, the negative of the gradient \( g[x(k)] \) of \( f \) at \( x(k) \) is taken as search direction \( d(k) \).

In the Newton's descent (ND) algorithm, the functional \( f \) is approximated by the three-term Taylor series

\[
f(x) \approx f[x(k)] + [x - x(k)]^T g(k) + \frac{1}{2}[x - x(k)]^T H(k)[x - x(k)] = f_q(x)
\]

From \( x(k) \) we move to \( x(k + 1) \) to minimize the quadratic functional \( f_q(x) \). The minimum occurs when

\[
g(k) + H(k)[x(k + 1) - x(k)] = 0
\]

or

\[
x(k + 1) = x(k) - H(k)^{-1}g(k)
\]

Since \( f \) is not purely quadratic, greater amount of descent at each iteration may be obtained by performing the optimal line search rather than just using (17), i.e.,

\[
x(k + 1) = x(k) - \alpha(k)H(k)^{-1}g(k)
\]

This is achieved through the scalar factor \( \alpha(k) \).
In the \textit{variable metric} (VM) algorithm, the search direction is formed by
\begin{equation}
d(k) = -G(k)g(k)
\end{equation}
where $G(k)$ is an $n \times n$ positive definite matrix approximating the inverse of the Hessian at $x(k)$. The search directions are guaranteed to be descending. $G(k)$ is updated in such a way that the search direction $d(k)$ is more and more like that in the ND algorithm as $x(k)$ gets closer and closer to the minimum. The most successful variable metric algorithm is credited to Davidon [12] and Fletcher and Powell [13].

In the \textit{conjugate gradient} (CG) algorithm, the search direction is a linear combination of the gradient and the previous search direction, i.e.
\begin{align}
p(k) &= r(k) + \beta(k - 1)p(k - 1) \\
\beta(k) &= -g(k)
\end{align}

The advantages and disadvantages of descent methods mentioned above are as follows:

1) The steepest descent uses values of the functional to be minimized and its gradient. It often exhibits very slow convergence;

2) The conjugate gradient uses values of the functional, its gradient, and the second derivative. It gives the exact solution in $n$ steps for an $n$-dimensional quadratic functional, and is faster than the steepest descent;

3) The Newton descent uses values of the functional, its gradient, and the inverse of the matrix of second derivative. It has very rapid convergence when it converges! However, the convergence is highly dependent on the initial guess;

4) The variable metric descent requires the computation and storage of the step direction matrices $G(k)$ in addition to those required by the conjugate gradient. It gives the exact solution in $n$ steps for an $n$-dimensional quadratic functional due to its connection to the conjugate gradient, and offers higher asymptotic rate of convergence than the conjugate gradient due to its connection to the Newton descent.
15.3 Steepest Descent and Conjugate Gradient Methods for the Minimum Eigen-Problem

Among the descent methods which minimize the Rayleigh quotient, the Newton descent and quasi-Newton descent are not suitable since the former requires and the latter attempts to approximate the Hessian of $\mathcal{O}(x)$ at the minimum which is a singular matrix [14]. In what follows, we describe the methods of steepest descent and conjugate gradient for the minimum eigen-problem.

Both the steepest descent and conjugate gradient algorithms start with an initial guess $x(0)$ for the minimum eigenvector and update it as

$$x(k + 1) = x(k) + \alpha(k)p(k)$$  \hspace{1cm} (22)

In (22), $\alpha(k)$ is obtained by optimal line search, that is, by minimizing the functional $\mathcal{O}(x)$ along the direction $p(k)$ passing through the point $x(k)$.

It can be shown that $\alpha(k)$ is always real and given by

$$\alpha(k) = -B + \sqrt{B^2 - 4CD}/(2D)$$  \hspace{1cm} (23)

where

$$D = p_b(k)p_c(k) - p_a(k)p_d(k)$$  \hspace{1cm} (24)
$$B = p_b(k) - \lambda(k)p_d(k)$$  \hspace{1cm} (25)
$$C = p_a(k) - \lambda(k)p_c(k)$$  \hspace{1cm} (26)
$$p_a = \langle p(k), Ax(k) \rangle / \langle x(k), x(k) \rangle$$  \hspace{1cm} (27)
$$p_b = \langle p(k), Ap(k) \rangle / \langle x(k), x(k) \rangle$$  \hspace{1cm} (28)
$$p_c = \langle p(k), x(k) \rangle / \langle x(k), x(k) \rangle$$  \hspace{1cm} (29)
$$p_d = \langle p(k), p(k) \rangle / \langle x(k), x(k) \rangle$$  \hspace{1cm} (30)
$$\lambda(k) = \mathcal{O}[x(k)] = \langle x(k), Ax(k) \rangle / \langle x(k), x(k) \rangle$$  \hspace{1cm} (31)

At $x(k + 1)$, a new search direction needs to be selected. The basic difference between the method of steepest descent and the method of conjugate gradient is how the new search direction $p(k + 1)$ is selected.

a. Method of Steepest Descent

For this case, the search directions are chosen as the residual, i.e.

$$p(k + 1) = r(k + 1)$$
$$= [\lambda(k + 1)x(k + 1) - Ax(k + 1)] / \langle x(k + 1), x(k + 1) \rangle$$  \hspace{1cm} (32)
With this particular choice of \( p(k + 1) \), certain simplifications can be made in (27)–(30). For example,

\[
\begin{align*}
p_a(k) &= -p_d(k) = -\langle r(k), r(k) \rangle / \langle x(k), x(k) \rangle \\
p_b(k) &= \langle Ar(k), r(k) \rangle / \langle x(k), x(k) \rangle \\
p_c(k) &= 0
\end{align*}
\] (33) (34) (35)

Therefore,

\[
\alpha(k) = -[p_b(k) - \lambda(k)p_d(k)] + \\
+ \sqrt{[p_b(k) - \lambda(k)p_d(k)]^2 + 4p_d^2(k)/[2p_d^2(k)]}
\] (36)

b. Method of Conjugate Gradient

For the conjugate gradient method, the new search direction are selected as

\[
p(k + 1) = r(k + 1) + \beta(k)p(k)
\] (36)

where \( \beta(-1) = 0 \), and \( \beta(k), k = 0, 1, \ldots \), is such that \( p(k + 1) \) is conjugate to \( p(k) \) with respect to some weighting matrix \( H \), i.e., \( p(k) \) is \( H \)-orthogonal

\[
\langle p(k + 1), Hp(k) \rangle = 0
\] (37)

We shall discuss the choice of \( H \) in subsection 15.3.d.

The equations (36), (37) along with (22)–(31) constitute the conjugate gradient algorithm for the minimum eigenproblem of a symmetric matrix.

c. Comparison of SD and CG Algorithms

The rates of convergence of the SD and CG algorithms have been studied by many researchers. For example, it is shown in the book by Axelsson and Barker [16] that when the SD and CG algorithms are applied to minimize a quadratic functional, their rates of convergence are respectively

\[
|x(k) - x_m|_A \leq [(\lambda_L - \lambda_S)/(\lambda_L + \lambda_S)]^k|x(0) - x_m|_A
\] (38)

and

\[
|x(k) - x_m|_A \leq T_k[(\lambda_L + \lambda_S)/(\lambda_L - \lambda_S)]^{-1}|x(0) - x_m|_A
\] (39)
where $\lambda_L$ and $\lambda_*$ are the largest and smallest eigenvalues of the matrix $A$, $T_k$ is the Chebyshev polynomial of degree $k$, and $| \cdot |_A$ denotes the vector norm with respect to the positive definite matrix $A$ defined as

$$|x|_A = (x, Ax)^{1/2}$$

(40)

Further if $p(\epsilon)$ is defined for any $\epsilon > 0$ to be the smallest integer $k$ such that

$$|x(k) - x_m|_A \leq \epsilon |x(0) - x_m|_A, \quad x(0) \in \mathbb{R}^n$$

(41)

then, from (38) and (39), bounds are found for $p_{SD}(\epsilon)$ and $p_{CG}(\epsilon)$ as

$$p_{SD}(\epsilon) \leq (1/2) \kappa(A) \ln(1/\epsilon) + 1$$

(42)

and

$$p_{CG}(\epsilon) \leq (1/2) \sqrt{\kappa(A)} \ln(1/\epsilon) + 1$$

(43)

where $\kappa(A)$ is the spectral condition number of $A$, and $\ln()$ represents natural logarithm. It is seen that when $\kappa(A)$ is large the bound for $p_{CG}(\epsilon)$ is much smaller than that for $p_{SD}(\epsilon)$. For example, if $\kappa(A) = 10^4$ and $\epsilon = 10^{-4}$, then $p_{CG} \leq 496$, whereas $p_{SD} \leq 46052$.

It is important to notice that (39) and (43) are derived without assuming anything about the eigenvalue distribution of $A$. Depending on the eigenvalue distribution, they may be quite pessimistic. Several examples are given in [16] to demonstrate the above point and lead to the well known fact that the "clustering" of eigenvalues tends to increase the rate of convergence of the CG algorithm. For a nonquadratic functional, convergence behavior similar to (38) and (39) should be expected in the latter stages of the minimization since the functional is typically near quadratic in the immediate vicinity of a minimum. Therefore, as far as the rate of convergence is concerned, the conjugate gradient algorithm is generally much better than the steepest descent algorithm.

Since near the minimum the Hessian of the Rayleigh quotient is nonnegative definite instead of positive definite, what we have discussed doesn't seem applicable. However, it is shown [14] that similar convergence behavior exists when the SD and CG algorithm are applied to a quadratic functional whose Hessian is nonnegative.

Intuitively, convergence of the CG algorithm is faster than the SD algorithm because the trial eigenvector is updated by a vector chosen
from a larger space of vectors in the CG algorithm than the corresponding space in the SD algorithm. Moreover, the CG algorithm tends to converge in less than \( n \) iterations once the trial eigenvector is in the region close to the minimum eigenvector.

\[ \text{d. Comparison of Various Versions of the CG Algorithm} \]

Equation (37) is the most fundamental relation of the conjugate gradient method. The choice of the weighting matrix \( H \) in (37) renders various algorithms. For example, in [10], Chen et al. utilized the matrix \( A \) for \( H \). This results in

\[
\beta(k) = -\langle r(k + 1); Ap(k) \rangle/\langle p(k); Ap(k) \rangle \tag{44}
\]

Townsend and Johnson [23] suggested the use of \( H \) defined by

\[
r(k + 1) = r(k) + H(k)[x(k) - x(k + 1)] \tag{45}
\]

which leads to

\[
\beta(k) = -\langle r(k + 1); r(k) - r(k + 1) \rangle/\langle p(k); r(k) - r(k + 1) \rangle \tag{46}
\]

A better known formula for \( \beta(k) \) is

\[
\beta(k) = \langle r(k + 1); r(k + 1) \rangle/\langle r(k); r(k) \rangle \tag{47}
\]

which was developed by Fletcher and Reeves [24]. They were among the first to apply a conjugate gradient algorithm to the minimization of a nonquadratic functional.

When the conjugate gradient method is applied to minimize a quadratic functional of the form

\[
(1/2)x^TAx - x^Tb + \text{constant} \tag{48}
\]

the conjugacy is made among search directions with respect to the matrix \( A \), which is the Hessian of the functional. Here \( T \) denotes the transpose of the matrix. In the case of minimizing the Rayleigh quotient, which is a nonquadratic functional, we are inclined to think that the most natural choice of \( H \) is the Hessian matrix of \( \mathcal{O}(x) \). This is because near the minimum point \( x_1 \) of \( \mathcal{O}(x) \), \( \mathcal{O}(x) \) behaves like a quadratic functional, i.e.,

\[
\mathcal{O}(x) \approx \mathcal{O}(x_1) + (1/2)(x - x_1)^TH(x_1)(x - x_1) \tag{49}
\]
Generally, there are two factors that make the conjugacy with respect to Hessians less desirable. One factor is that the Hessian of a nonquadratic functional is not always easily available. The other is the extra computation and storage required to evaluate the Hessian. However, these problems do not appear for the case of extreme eigenproblems.

For the Rayleigh quotient, the Hessian is given by (10). This particular choice of the Hessian of $\varnothing(x)$ at $x_{k+1}$, denoted by $H(k+1)$, for the $H$ in (37) yields

$$
\beta(k) = -\langle r(k+1); H(k+1)p(k) \rangle / \langle p(k); H(k+1)p(k) \rangle
$$

(50)

This results in

$$
\beta(k) = -[\langle r(k+1); Ap(k) \rangle + \langle r(k+1); r(k+1) \rangle (x(k+1); p(k))] / [(p(k); Ap(k)) - \lambda(k+1) \langle p(k); p(k) \rangle]
$$

(51)

The above result is arrived at by utilizing

$$
\langle r(k+1); p(k) \rangle = 0
$$

(52)

which is the consequence of the optimal line search used to obtain $\alpha(k)$ in (22). It is seen from (51) that there is no need to compute and store $H(k+1)$ at all!

Besides the choice of $\beta(k)$, another issue of concern is the effect of normalization. The normalization was adopted in [10], partially to prevent numerical unstability and overflow caused by possible extremely large magnitudes of the trial eigenvector. Specifically, an additional step following the optimal line search is used to ensure the unity magnitude of the trial eigenvector in each iteration, i.e., (22) is replaced by

$$
x'(k+1) = x(k) + \alpha(k)p(k)
$$

(53)

and

$$
x(k+1) = x'(k+1) / |x'(k+1)|
$$

(54)

In summary, various versions of the CG algorithm include:

Algorithms CA and CN: both use (44) for $\beta(k)$, with and without the normalization, respectively.

Algorithms TJ and TN: both use (46) for $\beta(k)$, with and without the normalization, respectively.
Algorithms FR and FN: both use (47) for $\beta(k)$, with and without the normalization, respectively.

Algorithms HE and HN: both use (51) for $\beta(k)$, with and without the normalization, respectively.

Several numerical examples are given for the comparison among various versions of the CG-algorithm [15]. The computer programs are implemented in single precision.

As a first example, we consider the same problem as described in [10], where matrix $A$ is the sixteenth order covariance matrix of a typical speech signal written as

$$A = \begin{bmatrix} r_0 & r_1 & \cdots & r_{15} \\ r_1 & r_0 & \cdots & r_{14} \\ \vdots & \vdots & \ddots & \vdots \\ r_{15} & r_{14} & \cdots & r_0 \end{bmatrix} \quad (55)$$

where the various autocorrelation coefficients are listed below:

$$r_0 = 1.00000000, \quad r_1 = 0.91189350,$$
$$r_2 = 0.75982820, \quad r_3 = 0.59792770,$$
$$r_4 = 0.41953610, \quad r_5 = 0.27267350,$$
$$r_6 = 0.13446390, \quad r_7 = 0.00821722,$$
$$r_8 = -0.09794101, \quad r_9 = -0.21197350,$$
$$r_{10} = -0.30446960, \quad r_{11} = -0.34471370,$$
$$r_{12} = -0.34736840, \quad r_{13} = -0.32881280,$$
$$r_{14} = -0.29269750, \quad r_{15} = -0.24512650 \quad (56)$$

The minimum eigenvalue is

$$\lambda_{\min} = 0.0032584817 \quad (57)$$

which is obtained using the QR algorithm for the eigen-problem of a symmetric matrix in double precision. The specific algorithm utilized was EIGR6, which is available in the IMSL library.

We apply the eight versions of CG-algorithm, and compare the number of iterations and the cpu time taken for convergence starting with different initial values of the trial eigenvector. For the purpose of comparison, we list results of all versions of CG-algorithm in Table 15.1. The symbol $N$ denotes the number of iterations, and $T$ denotes
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<table>
<thead>
<tr>
<th>$z_0$</th>
<th>random vector</th>
<th>$(-1,1,-1,\ldots)^T$</th>
<th>$(1,0,0,\ldots,0)^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg.</td>
<td>$N$</td>
<td>$T$</td>
<td>$\lambda_1$</td>
</tr>
<tr>
<td>HE</td>
<td>66</td>
<td>15</td>
<td>0.0032588</td>
</tr>
<tr>
<td>HN</td>
<td>82</td>
<td>17</td>
<td>0.0032588</td>
</tr>
<tr>
<td>TJ</td>
<td>68</td>
<td>16</td>
<td>0.0032588</td>
</tr>
<tr>
<td>TN</td>
<td>77</td>
<td>18</td>
<td>0.0032588</td>
</tr>
<tr>
<td>FR</td>
<td>81</td>
<td>17</td>
<td>0.0032588</td>
</tr>
<tr>
<td>FN</td>
<td>84</td>
<td>19</td>
<td>0.0032587</td>
</tr>
<tr>
<td>CA</td>
<td>119</td>
<td>26</td>
<td>0.0032588</td>
</tr>
<tr>
<td>CN</td>
<td>124</td>
<td>26</td>
<td>0.0032587</td>
</tr>
</tbody>
</table>

Table 15.1 Stimulation results of various CG-algorithms for the first example.

the total cpu time taken to obtain the minimum eigenvalue $\lambda_1$ (to an accuracy of $10^{-4}$) shown in the table.

It is observed from Table 15.1 that all versions of CG-algorithm converge to the minimum eigenvalue with an accuracy of 4 decimal digits regardless of the different trial eigenvectors they start with. The initial value $(-1,1,-1,1,\ldots)^T$ produces the fastest convergence among the three different initial values in this example. The performance of the algorithms HE, HN, TJ, TN, FR, and FN is evidently better than that of algorithms CA, and CN. There is little difference in performance between algorithms in which the trial eigenvector is normalized in each iteration and those without the normalization.

As a second example we choose a $50 \times 21$ Hankel matrix

$$A = \begin{bmatrix} a_1 & a_2 & \cdots & a_{21} \\ a_2 & a_3 & \cdots & a_{22} \\ \vdots & \vdots & \ddots & \vdots \\ a_{50} & a_{51} & \cdots & a_{70} \end{bmatrix}$$

(58)

which is obtained from sampling the sum of 10 sinusoidal signals with random phases plus white Gaussian noise of zero mean, i.e.,

$$s(t) = \sum_{k=1}^{10} \sin[2\pi(0.08 + 0.4k)t + 2\pi \text{ran}(k)] + \omega(t)$$

(59)

where ran($k$)'s are random samples of a random variable uniformly distributed between $-1$ and $1$, and $\omega(t)$ is the Gaussian noise.

To determine the sinusoids from the data samples $a_i$, it is necessary in Pisarenko's method to obtain the minimum eigenvector of
Table 15.2 Comparison of various CG-algorithms for the second example.

$A^T A$. Once again, we apply the eight versions of the CG-algorithm, and compare the number of iterations and the cpu time taken by each of them to converge for different initial values for the trial eigenvector. The results listed in Table 15.2 are similar to the observations of Table 15.1.

As a third example, we apply CG-algorithms to a symmetric matrix of order 40 created by performing a similarity transformation on a diagonal matrix, i.e.,

$$A = Q^T D Q$$

where $D$ is the matrix of eigenvalues given by

$$D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{40})$$

and $Q$ is an orthogonal matrix generated by

$$Q = I - 2vv^T/(v^Tv)$$

with $I$ being an identity matrix, and $v$ being a random vector.

By specifying the matrix $D$ in different ways, one gets some insight into the performance of the CG-algorithms. Specifically, four sets of eigenvalues are specified to test CG-algorithms for cases of multiple, negative minimum eigenvalues, and clustering eigenvalues. They are:

1) $(-1.5, -1.5, -1.5, 4, 5, \ldots, 40)$;
2) $(-1.5, -1.5, -1.5, 4, 4, \ldots, 4)$;
3) $(-1.5, -1.5, -1.48, 4, 5, \ldots, 40)$;
4) $(1.5, 1.5, 1.52, 4, 5, \ldots, 40)$.

The numerical results corresponding to the random initial trial eigenvector are in Table 15.3 in which the obtained minimum eigenvalue and the required number of iterations are recorded. It is seen
that the CG-algorithms still converge for the multiple and/or negative minimum eigenvalue. The rate of convergence of the CG algorithm for the minimum eigen-problem is dependent on the eigenvalue distribution of \( H_\Omega(x_1) \). In particular, the “clustering” of nonzero eigenvalues of \( H_\Omega(x_1) \) results in fast convergence as evident from the results for the second set of eigenvalues. It is apparent that the observations made in previous examples are still true in this example.

We conclude from those numerical examples that the performance of algorithms HE, HN, TJ, TN, FR, and FN is generally better than that of algorithms CA, and CN. Since \( H(k) \) in (45) appears to be an approximation of \( H(k) \), and (46) and (47) are equivalent near the minimum where the orthogonality of the residuals \( r(k + 1) \) and \( r(k) \) are approximately true, it seems that as far as the rate of convergence is concerned, the matrix \( A \) should be replaced by the Hessian-like matrices for generating mutual conjugate directions. The comparison among the algorithms utilizing (46), (47), and (48) for \( \beta(k) \) shows that the difference in performance is not significant. Also, it is shown that the normalization of \( x_k \) in each iteration seems to have very little effect on the rate of convergence.

15.4 Applications of the CG Algorithm for Extreme Eigen-Problem

The applications of the CG algorithm are mainly for efficiency in computational effort and flexibility in real time implementation. In this section, we give some examples.
a. Computation of the Prolate Spheroidal Functions [17]

The computation of the prolate spheroidal functions demonstrates the efficiency of the CG algorithm. The prolate spheroidal functions are the eigenfunctions of the following integral equation [18]

\[
\int_{-1}^{1} \varnothing(x) \sin[c(t - x)]/[\pi(t - x)] \, dx = \lambda \varnothing(t) \tag{63}
\]

where \( c \) is a parameter, \( \lambda \) is the eigenvalue and the eigenfunction \( \varnothing(x) \) is the prolate spheroidal function.

It is shown that the operator

\[
\mathcal{A}X(t) = \int_{-1}^{1} X(v) \sin[c(t - v)]/[\pi(t - v)] \, dv \tag{64}
\]

is self-adjoint and positive definite. Therefore, according to Daniel [19] we can use the conjugate gradient algorithm for the computation of the prolate spheroidal functions. For computational purpose, (63) can be written as

\[
\lambda_c \varnothing(c, t) \approx \sum_{i=1}^{N} w_i \sin[c(t - t_i)]/[\pi(t - t_i)] \varnothing(c, t_i) \tag{65}
\]

In (65), the integral has been replaced by a summation. This can be achieved numerically by the N point Gauss-Legendre quadrature formula [20] which has the least truncation error for a given number of samples of the function among all numerical integration routines. The Gauss-Legendre quadrature is given by

\[
\int_{-1}^{1} f(x) \, dx \approx \sum_{i=1}^{N} w_i f(x_i) \tag{66}
\]

where \( w_i \)'s are the weights, and \( x_i \)'s are the abscissa points at which the function \( f(x_i) \) is evaluated.

By defining the eigenvector \( \vec{x} \) as

\[
\vec{x} = (x_1, x_2, \ldots, x_N)^T \tag{67}
\]

with

\[
x_i = \sqrt{w_i} \varnothing(c, t_i), \quad i = 1, 2, \ldots, N \tag{68}
\]
the operator equation of (63) is transformed into a matrix equation

\[ Ax = \lambda x \]  \hspace{1cm} (69)

where \( A \) is a symmetric matrix whose elements are given by

\[ a_{ij} = \sqrt{w_i w_j} \sin[c(t_i - t_j)] / [\pi (t_i - t_j)] \]  \hspace{1cm} (70)

and the eigenvector of \( A \) corresponds to scaled values of the prolate spheroidal function at the quadrature abscissas of the Gauss-Legendre quadrature formula, as seen from (68).

Transformation methods like the QR algorithm could be used to solve (69). However, for fixed value of \( c \) the magnitude of eigenvalue \( \lambda_i \) falls off to zero rapidly with increasing \( i \) once \( i \) has exceeded \((2/\pi)c\), so only the eigenfunctions corresponding to a few largest eigenvalues are needed in practice. In that case, the CG algorithm is likely to be more efficient.

In Table 15.4, the eigenvalues computed by the CG-algorithm are given. The results are obtained with double precision 256 point Gauss-Legendre formula. The program is run in double precision with \( x_0 \) as \((1, -1, 1, -1, \ldots)^T\). The eigenvalues have been computed for four different \( c \), as defined in (63). In the table, the first column \( n \) describes the order of eigenvalues, \( p \) denotes the magnitude of the exponent and \( m \) the number of iterations required to obtain the eigenvalue with eight significant digits of accuracy. In order to find the higher order eigenvalues the initial guess is taken as orthogonal to the eigenvectors associated with the already obtained eigenvalues. The efficiency of the algorithm is evident because it finds a few desired eigenvalues directly each of which takes only a few iterations to converge. This contrasts the conventional algorithm which seeks all 256 eigenvalues in spite of the need for only a few of them. The accuracy of the given results are also quite satisfactory since the eigenvalues obtained by CG-algorithm have more significant digits than those reported in Table I of [18].
b. Application in Pisarenko’s Method of Frequency Estimation

The Pisarenko harmonic decomposition (PHD) method is one of the earliest procedures for spectral estimation by eigenanalysis [21]. Assuming the process consisting of \( M \) sinusoids in additive white noise, PHD derives the sinusoidal frequencies, its powers, and white noise variance from the known autocorrelation sequence \( r_{xx}(0) \) to \( r_{xx}(2M) \). It is shown that the sinusoid frequencies can be determined by factoring the eigenfilter polynomial

\[
\sum_{k=0}^{2M} v_{k+1} z^{-k}
\]

whose coefficients \( v_k \)'s are given by the minimum eigenvector of autocorrelation matrix \( R_{2M+1} \), where \( R_p \) is defined by

\[
R_p = \begin{bmatrix}
r_{xx}(0) & r_{xx}(1) & \cdots & r_{xx}(p) \\
r_{xx}(1) & r_{xx}(0) & \cdots & r_{xx}(p-1) \\
\vdots & \vdots & \ddots & \vdots \\
r_{xx}(p) & r_{xx}(p-1) & \cdots & r_{xx}(0)
\end{bmatrix}
\]

Therefore, PHD leads to a symmetric matrix minimum eigenvalue problem which can be solved by any one of the several standard algorithms. However, the autocorrelation sequence normally is not known so we have to deal with the eigenequation

\[
X^T X v = \lambda v
\]

where \( X \) is the covariance data matrix of the form

\[
X = \begin{bmatrix}
x_0 & x_1 & \cdots & x_{2M} \\
x_1 & x_2 & \cdots & x_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
x_N & x_{N+1} & \cdots & x_{N+2M}
\end{bmatrix}
\]

One obvious way to obtain the minimum eigenvalue and eigenvector in the matrix in (73) is to form the symmetric matrix \( X^T X \), and then to invoke any one of the standard algorithms such as the QR algorithm. However, we may choose to use the CG algorithm, which in addition to the possible gain in efficiency and accuracy (as discussed in
previous chapters) has the following advantages from technical point of view:

Practically, for the ability to track slowly time-varying process it is often necessary to implement PHD in an adaptive fashion. Algorithms of this sort were first proposed by Thompson [4], followed by Reddy et al. [5], Sarkar et al. [6], Vaccaro [22], and others. In this application, the underlying matrix is not fixed but a changing matrix which is updated with each new data sample. Since the minimum eigenvector of the changing matrix corresponds to the true PHD solution only when a large number of data samples are taken, the adaptive algorithms do not compute the minimum eigenvector of the matrix, but only update the trial eigenvector by one iteration of the algorithm for every new data sample until the trial eigenvector converges to the minimum eigenvector of the matrix. Apparently, conventional transformation methods, such as the QR method, can't be used here. The use of conjugate gradient algorithm in adaptive PHD was proposed by Chen et al. [10] and Sarkar et al. [6].

Secondly, the CG algorithm is more flexible in taking advantage of the special structure of matrix $X$ to achieve savings in the computational effort, storage, and easier hardware implementation.

It is seen that most of the computation time in the conjugate gradient algorithm is used for the evaluation of $Xv$, $Xp$, and $X^T(Xv)$ which are required each iteration. These are products of a matrix and a vector each of which requires $N \times M$ operations. We can reduce the number of operations required from $N \times M$ to approximately $2(M + N - 1) \log(M + N - 1)$ by employing FFT which is much faster than the conventional multiplication method when $N$ and $M$ are large.

By observing the Hankel structure of matrix $X$, the product

$$
X_p = \begin{bmatrix}
  x_0 & x_1 & x_2 \\
  x_1 & x_2 & x_3 \\
  x_2 & x_3 & x_4 \\
  x_3 & x_4 & x_5 \\
  x_4 & x_5 & x_6 \\
\end{bmatrix}
\begin{bmatrix}
  p_2 \\
  p_1 \\
  p_0 \\
\end{bmatrix}
$$

(75)

as the convolution of two sequences \{a\} and \{b\}, where

$$\{a\} = \{x_0; x_1; x_2; x_3; x_4; x_5; x_6\}$$

(76)

and

$$\{b\} = \{p_0; p_1; p_2; 0; 0; 0; 0\}$$

(77)
The product is embedded in the convolution of the two sequences \( \{a\} \) and \( \{b\} \). This is clear as one observes the 3rd, 4th, 5th, 6th and 7th elements in the convolution of \( \{a\} \) and \( \{b\} \). We know that the convolution can be efficiently carried out by FFT. So if we perform the FFT of the sequences \( \{a\} \) and \( \{b\} \) and multiply them and then take the inverse FFT to obtain the sequence \( \{c\} \) as

\[
\{A\} = \text{FFT}\{a\} \tag{78}
\]
\[
\{B\} = \text{FFT}\{b\} \tag{79}
\]

\[
\{c\} = \{a\} \ast \{b\} = (\text{FFT})^{-1}[\text{FFT}\{a\}\text{FFT}\{b\}] \tag{80}
\]

then the desired result is the 3rd to the 7th element of \( \{c\} \). The total number of operation is \( MN \) for direct multiplication and \( 2(M + N - 1)\log(M + N - 1) \) using FFT. If \( (M + N - 1) \) is not a number of type \( 2^n \), zero padding could be used. It is seen that the application of the FFT becomes more efficient as the matrix size increases. It is interesting to point out that the FFT of the sequence of \( (M + N - 1) \) elements of \( X \) needs to be computed only once, and then it could be used to compute \( Xp \), \( Xv \), and \( X^T(Xv) \) as well in each iteration. There is also a saving from a storage point of view. Instead of requiring the storage of \( M \times N \) elements of matrix \( X \), one needs to stor only \( (M + N - 1) \) elements in an array. This idea of utilizing FFT to evaluate matrix products has been used before [1–3].

### 15.5 Conclusive Remarks

For the minimum/maximum eigen-problem of a symmetric matrix, the conjugate gradient is often more efficient and more accurate than the conventional eigen-problem algorithms. Moreover, it is more convenient to use with signal processing techniques such as the adaptation and the FFT. Hence, it offers a good alternative to conventional algorithms for the solution of the maximum/minimum eigen-problem.
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