AN EXTENDED INVERSE CHIRP-Z TRANSFORM ALGORITHM TO PROCESS HIGH SQUINT SAR DATA
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Abstract—This paper proposes an Extended Inverse Chirp-Z Transform (EICZT) algorithm to handle the high squint FMCW SAR data, where the conventional Inverse Chirp-Z Transform (ICZT) cannot work due to the failure in dealing with the range-variance of second- and higher-order range-azimuth coupling terms. A pre-processing operation is implemented in the azimuth-Doppler and range-time (Doppler-time) domain, where a perturbation function consisting of second-order and third-order range time variables is implemented to compensate the range variance of the second order range terms. Moreover, a new scaling factor is formulated to represent the Range Cell Migration (RCM), and further corrected by the presented EICZT approach. The proposed approach is analyzed and compared with the conventional ICZT. The simulated high squint SAR scene with nine targets is well focused by the proposed approach and the quality is greatly improved with respect the conventional ICZT. The proposed algorithm is also validated by the X-band high-resolution real SAR data.

1. INTRODUCTION

SAR systems are playing an important role in airborne and spaceborne earth observation fields, such as reconnaissance, concealed target detection, robotic sensing, nondestructive testing, gas flow measurements, mine detection, surveillance and so on [1–11]. Squint SAR has a potential to provide the information about the target through the measurement of the azimuthally angle dependence of backscatter. Squint configuration can also increase the flexibility of the planned mission with antenna which is electronically or mechanically pointed to the desirable area within a single pass of the platform [1].
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However, signal processing of high squint SAR signal is more complicated. Several algorithms are developed to process SAR signal in high squint configurations with different disadvantages. Range Doppler Algorithm (RDA) with Secondary Range Compression (SRC) [1, 12] and Wavenumber Domain Algorithm (WDA) [1, 12] are both capable of handling high squint SAR signal using interpolation operations, which increase the computational load. Moreover, the interpolation for WDA is carried out in wavenumber domain where the dependency of velocity variable on the slant range cannot be accounted. If the illuminated scene has a wide swath, e.g., in spaceborne configurations, it has to be divided into several sub-swaths, which further decreases the efficiency. Nonlinear Chirp Scaling Algorithm (NCSA) can also deal with squint signal [1, 13–16], however, NCSA is developed based on Chirp Scaling Algorithm (CSA), thus requires that the received echo signal must be in chirp modulation. But in some situations the received signal does not hold the chirp modulation, such as when dechirp-on-receive operation is applied in spotlight SAR [17] or Frequency Modulated Continuous Wave (FMCW) SAR mode [18], NCSA will be completely disabled.

Chirp-Z Transform (CZT) was firstly developed by Dr. Rabiner. Investigation is then carried out using Inverse Chirp-Z Transform (ICZT) algorithm to compensate the Range Cell Migration (RCM) of SAR signal in order to achieve fine images [19–24]. Unlike the RDA and WDA, ICZT is carried out without any interpolation operations. Furthermore, different from the NCSA, which depends on the transmitted signal form, ICZT can be implemented to process the signal in any modulation, thus has a great potential in SAR applications in advanced modes, such as spotlight SAR or continuous-wave SAR systems. Nevertheless conventional ICZT algorithm is limited to handling broadside configurations or low squint configurations, because of the ignoring of the range variance of second- and higher-order range terms [19–24]. In this paper, an Extended Inverse Chirp-Z Transform (EICZT) approach is proposed with a preprocessing operation in the azimuth-Doppler and range-time (Doppler-time) domain to compensate the range variance of the second order range terms, by using a perturbation function consisting of second- and third-order range time variables. Furthermore, a new scaling factor is formulated and corrected by the EICZT operation. Simultaneously, EICZT maintains the advantages of conventional ICZT, which does not need interpolation and is capable of dealing with signal in any modulation. Analyses are carried out about the phase error to highlight the validation and essentiality of the proposed EICZT approach. Simulation experiments and real data processing results validate that the proposed approach is feasible in high squint
This paper is organized as follows. In Section 2, the focusing algorithm for high squint SAR data is developed based on the EICZT operation. Section 3 analyzes the phase error of proposed EICZT approach and compares it with conventional ICZT algorithm. An airborne simulation experiment in high squint mode with a squint angle of 40° is designed and the processing result of real X-band SAR data is shown in Section 4. Finally, conclusions are reported in Section 5.

2. SIGNAL PROCESSING ALGORITHM

The squint SAR geometry is shown as Figure 1. The mathematical symbols and their definitions used in this paper are listed as follows.

- \( f, f_{\tau} \): Range and azimuth frequency variables.
- \( \lambda, f_0 \): Carrier wavelength and frequency of the transmitted signal.
- \( \sigma(\tau_0, r_0) \): Backscattering coefficient of the point target \( P(\tau_0, r_0) \).
- \( \tau_0 \): Zero-Doppler time of the target \( P(\tau_0, r_0) \).
- \( r_0 \): Shortest slant range of the target to the antenna.
- \( K_{\tau} \): Chirp rate.
- \( c \): Light speed.
- \( v \): Flight velocity.

The conventional ICZT is used to correct the Range Cell Migration (RCM), but neglects the range-variant effect of the second- and higher-order range terms, what is not acceptable in high squint situations [19–24]. To make the algorithm feasible in high squint configurations, a pre-processing operation is proposed to compensate the range-variance of second order range terms in the Doppler-time domain.

![Figure 1. Squint SAR geometry.](image-url)
Based on the aforementioned idea, an extended ICZT algorithm is ready to be proposed. The signal processing procedure is shown in the block diagram in Figure 2, and its basic operations are illustrated as follows.

\[
\begin{align*}
\text{Raw Data} & \quad \xrightarrow{\text{Azimuth FT}} \quad H_{\text{FM}}(f, f_0) \\
& \quad \xrightarrow{\text{Range FT}} \quad H_{\text{FM}}(f, f_0) \\
& \quad \xrightarrow{\text{ICZT}} \\
& \quad \xrightarrow{\text{Azimuth residual phase compensation}} \\
& \quad \xrightarrow{\text{Azimuth IFT}} \\
& \quad \xrightarrow{\text{Complex image}} \exp(-j\pi\delta f^2) \quad \exp(j\pi\beta f^2) \quad \exp(-j\pi\beta f^2)
\end{align*}
\]

**Figure 2.** Signal processing procedure.

### 2.1. Azimuth FFT

To clearly show our processing strategy, the analytical expressions are desirable. However, the signal expression in the Doppler-time domain cannot be readily formulated by the principle of stationary phase in terms of azimuth time variable since it is involved in two square root terms \([1]\). Therefore, the signal expression in the azimuth-Doppler and range-time domain has to be obtained indirectly by transforming the signal from the two-dimensional (2D) frequency domain to the Doppler-time domain.

Defining the transmitted FM signal as \(s(t) = \exp(j\pi K_r t^2)\), the 2D spectrum is formulated as \([1]\):

\[
G(f\tau, f_0) = \sigma(\tau_0, r_0) \exp[j\Phi(f\tau, f)] \tag{1}
\]

where the phase function \(\Phi(f\tau, f)\) is expressed as

\[
\Phi(f\tau, f) = -\frac{4\pi r_0}{c} \sqrt{(f_0 + f)^2 - \left(\frac{cf\tau}{2v}\right)^2} - \frac{\pi f^2}{K_r} - 2\pi f\tau \tau_0 \tag{2}
\]

The involved azimuth modulation components can be better understood by expanding the square root of (2) using a Taylor series,
\[ \Phi(f_\tau, f) = -\frac{4\pi r_0}{c} \left[ D f_0 + \Phi_1(f_\tau) f + \Phi_2(f_\tau) f^2 + \Phi_3(f_\tau) f^3 + \ldots \right] - \frac{\pi f^2}{K_r} - 2\pi f_\tau r_0 \] (3)

where

\[ \mu = \left( \frac{c f_\tau}{2\nu f_0} \right), \quad D = \sqrt{1 - \mu^2} \] (4)

\[ \Phi_1(f_\tau) = \frac{1}{D}, \quad \Phi_2(f_\tau) = -\frac{\mu^2}{2f_0 D^3}, \quad \Phi_3(f_\tau) = \frac{\mu^2}{2f_0^2 D^5} \] (5)

Keeping the phase term up to the third-order, and using the principle of stationary phase in terms of range frequency variable \( f \) in (3), the 2D spectrum is transformed to the Doppler-time domain, which is formulated as

\[ G(f_\tau, t) = \sigma(\tau_0, r_0) \exp \left[ j \Phi(f_\tau, t) \right] \] (6)

where

\[ \Phi(f_\tau, t) = -\frac{4\pi r_0}{c} D f_0 + \pi K_m (t - \tau_d)^2 - \frac{4\pi r_0}{c} \Phi_3(f_\tau) K_m^3 (t - \tau_d)^3 \] (7)

The delay time \( \tau_d \) in Doppler-time domain is expressed as

\[ \tau_d = \frac{2r_0}{cD} \] (8)

and

\[ K_m = \frac{K_r}{1 + 4\Phi_2(f_\tau) r_0 K_r^3} \] (9)

\( K_m \) can be approximately formulated as a linear function of the delay time \( \tau_d \) at the reference range \( r_{\text{ref}} \), which is generally chosen as the closest slant range from the scene center to the receiver [1, 16, 17]

\[ K_m \approx K_{m\text{ref}} + K_s (\tau_d - \tau_{d\text{ref}}) = K_{m\text{ref}} + K_s \Delta \tau \] (10)

where

\[ \begin{cases} K_{m\text{ref}} = \frac{K_r}{1 + 4\Phi_2(f_\tau) r_{\text{ref}} K_r^3} \\ \tau_{d\text{ref}} = \frac{2r_{d\text{ref}}}{cD^2} \\ K_s = -\frac{\mu^2}{2f_0^2 D^2} K_{m\text{ref}}^2 \end{cases} \] (11)

### 2.2. Perturbation Function Multiplication

A Perturbation Function Multiplication (PFM) is carried out in the Doppler-time domain to remove the range-variance of second order
range terms, with a perturbation function consisting of second-order and third-order range time variables which is expressed as

\[ H_{PFM} (f_\tau, t) = \exp \left\{ j \left[ \pi \gamma (f_\tau) (t - \tau_{ref})^2 - 2\pi \xi (f_\tau) (t - \tau_{ref})^3 \right] \right\} \]  

(12)

The residual phase after PFM operation is expressed as

\[ \Phi_P (f_\tau, t) = \frac{4\pi r_0}{c} D f_0 + \pi \left[ K_m (t - \tau_d)^2 + \gamma (f_\tau) (t - \tau_{ref})^2 \right] \] 

\[ - 2\pi \left[ \frac{2r_0}{c} K_m^3 \Phi_3 (f_\tau) (t - \tau_d)^3 + \xi (f_\tau) (t - \tau_{ref})^3 \right] \]  

(13)

The Perturbation coefficients \( \gamma (f_\tau) \) and \( \xi (f_\tau) \) will be determined in 2D frequency domain.

### 2.3. Range Fourier Transform

Applying Fourier Transform (FT) to the signal with respect to the range time variable \( t \), via stationary point principle, and neglecting the contribution of the third-order terms in the point of stationary phase, we achieve,

\[ G_P (f_\tau, f) = \sigma (\tau_0, r_0) \exp \left\{ j \Phi_P (f_\tau, f) \right\} \]  

(14)

where

\[ \Phi_P (f_\tau, f) = A_1 (f_\tau, f) + A_2 (f_\tau, f) \Delta \tau f + A_3 (f_\tau, f) \Delta \tau f^2 + A_4 (f_\tau, f) \Delta \tau^2 f + A_5 (f_\tau, f) + 2\pi f_\tau \tau_0 \]  

(15)

\[
\begin{align*}
A_1 (f_\tau, f) &= -2\pi f \tau_{dref} - \frac{f^2}{K_{mref} + \gamma} \\
&\quad - \left( \frac{4\pi r_0}{c} \Phi_3 \cdot 3\gamma^2 + 2\pi \xi \right) \cdot \left( \frac{1}{K_{mref} + \gamma} \right)^3 \cdot f^3 \\
A_2 (f_\tau, f) &= -\frac{2\pi D (K_{mref} + \gamma)}{K_{mref}} \left( \frac{4\pi r_0}{c} K_{mref} + \gamma \right) \cdot \left( \frac{1}{K_{mref} + \gamma} \right)^3 \cdot K_{mref}^2 \\
A_3 (f_\tau, f) &= -\frac{4\pi r_0}{c} \Phi_3 - 2\pi \xi \cdot \left( \frac{1}{K_{mref} + \gamma} \right)^3 \cdot K_{mref}^3 \left( \frac{1}{K_{mref} + \gamma} \right)^2 \\
&\quad - 6\pi \xi K_{mref} \cdot \left( \frac{1}{K_{mref} + \gamma} \right)^3 \\
A_4 (f_\tau, f) &= \frac{\pi K_{mref} \gamma}{K_{mref} + \xi} \left[ \frac{\pi K_{mref} \gamma^2 \Delta \tau^2}{K_{mref} + \xi} + \left( \frac{4\pi r_0}{c} \Phi_3 \gamma^3 - 2\pi \xi \right) \right] \\
&\quad \left( \frac{1}{K_{mref} + \xi} \right)^3 \cdot K_{mref}^3 \Delta \tau^3 \\
A_5 (f_\tau, f) &= \frac{\pi K_{mref} \gamma}{K_{mref} + \xi} \left[ \frac{\pi K_{mref} \gamma^2 \Delta \tau^2}{K_{mref} + \xi} + \left( \frac{4\pi r_0}{c} \Phi_3 \gamma^3 - 2\pi \xi \right) \right] \\
&\quad \left( \frac{1}{K_{mref} + \xi} \right)^3 \cdot K_{mref}^3 \Delta \tau^3 \\
\end{align*}
\]  

(16)
In order to remove the range-variance of the second- and third-order terms, $\gamma(f_\tau)$ and $\xi(f_\tau)$ should be chosen so the coefficient of $\Delta^2 f$ and $\Delta^2 f$ are equal to zero, i.e.,

$$A_3(f_\tau, f) = 0, \quad A_4(f_\tau, f) = 0 \quad (17)$$

Solving (18) and (17) for $\gamma(f_\tau)$ and $\xi(f_\tau)$, we obtain

$$\begin{cases} 
\gamma(f_\tau) = \frac{c \Phi_2 K_{m\text{ref}}}{3 r_{\text{ref}} \Phi_1 \Phi_3 - c \Phi_2} \\
\xi(f_\tau) = r_{\text{ref}} \Phi_2 \Phi_3 K_{m\text{ref}}^2 \left( \frac{2 K_{m\text{ref}} - 1}{3 r_{\text{ref}} \Phi_1 \Phi_3 - c \Phi_2} \right) 
\end{cases} \quad (18)$$

Thus, the residential phase term $\Phi_P(f_\tau, f)$ is expressed as

$$\Phi_P(f_\tau, f) = A_1(f_\tau, f) + A_2(f_\tau, f) \Delta^2 f + A_5(f_\tau, f) + 2\pi f_\tau \tau_0 \quad (19)$$

### 2.4. Reference Function Multiplication

A Reference Function Multiplication (RFM) is readily performed to remove all the range-invariant phase, which is expressed as

$$H_{\text{RFM}}(f_\tau, f) = \exp \left[ j \Phi_{\text{RFM}}(f_\tau, f) \right] \quad (20)$$

where

$$\Phi_{\text{RFM}}(f_\tau, f) = 2\pi \tau_{\text{dref}} f + \frac{\pi}{K_{m\text{ref}} + \gamma} f^2 + \left( \frac{4\pi r_{\text{ref}}}{c} \Phi_3 \cdot K_{m\text{ref}}^3 + 2\pi \xi \right) \cdot \left( \frac{1}{K_{m\text{ref}} + \gamma} \right)^3 f^3 \quad (21)$$

The signal after RFM operation is expressed as

$$G_R(f_\tau, f) = \exp \left\{ j \left[ -\frac{K_{m\text{ref}}}{2\pi D(K_{m\text{ref}} + \gamma)} \Delta^2 f + A_5(f_\tau, f) + 2\pi f_\tau \tau_0 \right] \right\} \quad (22)$$

### 2.5. Inverse Chirp-Z Transform

The ICZT operation is ready to be carried out to compensate the range-variant range cell migration phase by correcting the scaling factor in the range direction,

$$G_{\text{ICZT}}(f_\tau, t) = \int G_R(f_\tau, f) \cdot H(f_\tau, f, t) \, df \quad (23)$$

The new kernel for this operation is expressed as

$$H(f_\tau, f, t) = \exp (-j 2\pi \beta ft) = \exp \left\{ j \pi \beta \left[ (f - t)^2 - f^2 - t^2 \right] \right\} \quad (24)$$

where

$$\beta = -\frac{K_{m\text{ref}}}{2\pi D^2 (K_{m\text{ref}} + \gamma)} \quad (25)$$
Thus (23) can be reformulated as

\[
G_{ICZT}(f, t) = \exp \left( -j\pi\beta t^2 \right) \int G_{RFM}(f, f) \exp \left( -j\pi\beta f^2 \right) \exp \left[ -j\pi\beta (f - t)^2 \right] df
\] (26)

Thus the ICZT operation can be carried out through one convolution and two multiplications, as shown in Figure 2. The signal after ICZT is in Range-Doppler (RD) domain which is expressed as,

\[
G_{ICZT}(f, t) = \sigma(\tau_0, r_0) p_r \left( t - \frac{2(r_0 - r_{ref})}{c} \right) \exp \left[ -j \left( A_5(f) - 2\pi f \tau_0 \right) \right]
\] (27)

where \( p_r(t) \) is the sinc-like pulse envelope in the range direction. From (27) we can see the scaling factor is equalized to be unity after ICZT operation.

### 2.6. Azimuth Residual Phase Compensation

Then azimuth residual phase compensation can be accomplished by multiplying (27) with a function which is formulated as

\[
H_A(f, r_0) = \frac{\pi K_{mref} \gamma}{K_{mref} + \xi} \left[ \frac{\pi K_s \gamma^2 \Delta \tau^2}{(K_{mref} + \xi)^2} \right. \\
+ \left. \left( \frac{4\pi r_{ref}}{c} \Phi_3 \gamma^3 - 2\pi \xi \right) \left( \frac{1}{K_{mref} + \xi} \right)^3 K_{mref}^3 \Delta \tau^3 \right]
\] (28)

The signal after the azimuth residual phase compensation is expressed as

\[
G_A(f, t) = \sigma(\tau_0, r_0) p_r \left( t - \frac{2(r_0 - r_{ref})}{c} \right) \exp \left( -j2\pi f \tau_0 \right)
\] (29)

### 2.7. Inverse Fourier Transform

Performing IFT in azimuth to transform the data into the complex image domain yields

\[
g(t, \tau) = \sigma(\tau_0, r_0) p_a(\tau - \tau_0) p_r \left( t - \frac{2(r_0 - r_{ref})}{c} \right)
\] (30)

where \( p_a(\tau) \) is the sinc-like compressed pulse envelope in the azimuth direction.
3. ANALYSIS AND COMPARISON

The proposed EICZT approach conquered the limitation of conventional ICZT by introducing a perturbation function to deal with the range-variance of second-order range terms, which is essential in high squint cases. In broadside configurations or low squint configurations, the proposed EICZT will also stand and provide improved quality, but may not be highly necessary, since in these cases the conventional ICZT can focus the signal well and simultaneously save one step (i.e., PFM operation). In this section, we will carry out analyses about the phase error to identify when the conventional ICZT starts to fail. Furthermore, experiments will be carried out to highlight the validation and essentiality of paying attention to the second and third-order terms.

As aforementioned, ICZT only takes the first order term into account, thus the phase error of ICZT algorithm $\Phi_{eICZT}$ is expressed as

$$\Phi_{eICZT} = -\frac{4\pi}{c} \left( r_0 - r_{ref} \right) \left\{ \sqrt{(f_0 + f)^2 - \left( \frac{cf_\tau}{2v} \right)^2} - [Df_0 + \Phi_1 (f_\tau) f + \Phi_2 (f_\tau) f^2 + \Phi_3 (f_\tau) f^3] \right\} \quad (31)$$

Practically, the acceptable level of maximum phase error is $\pi/4$, which means if the absolute value of $\Phi_{eICZT}$ ever exceeds $\pi/4$, the conventional ICZT will result in significant degradation of the image quality. As shown in (31), the phase error is determined by the swath width, the carrier frequency, the platform velocity and most importantly squint angle $\theta$, because the squint angle will affect the azimuth frequency variable by shifting the Doppler Centroid by $2vf_0 \sin \theta/c$ [1]. An airborne experiment system is designed to show the influence of the squint angle to the phase error. The system parameters are listed in Table 1. The maximum phase error of ICZT algorithm with a squint angle from $0^\circ$ to $60^\circ$ is shown in Figure 3(a). From the image we can see, the phase error is acceptable when the squint angle is smaller than $30^\circ$, but when the squint angle exceeds $30^\circ$, ICZT will seriously degrade the focusing performance. The critical point will be smaller with the increase of swath width.

However, the proposed EICZT algorithm brings the accuracy up to the third order, then the phase error becomes

$$\Phi_{eEICZT} = -\frac{4\pi r_0}{c} \left\{ \sqrt{(f_0 + f)^2 - \left( \frac{cf_\tau}{2v} \right)^2} - [Df_0 + \Phi_1 (f_\tau) f + \Phi_2 (f_\tau) f^2 + \Phi_3 (f_\tau) f^3] \right\} \quad (32)$$
Table 1. System parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform velocity</td>
<td>150 m/s</td>
</tr>
<tr>
<td>Azimuth antenna length</td>
<td>1 m</td>
</tr>
<tr>
<td>Platform altitude</td>
<td>10000 m</td>
</tr>
<tr>
<td>Squint angle</td>
<td>0∼60°</td>
</tr>
<tr>
<td>Depression angle</td>
<td>45°</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>10 GHz</td>
</tr>
<tr>
<td>PRF</td>
<td>500 Hz</td>
</tr>
<tr>
<td>Swath Width</td>
<td>3000 m</td>
</tr>
<tr>
<td>Range bandwidth</td>
<td>300 MHz</td>
</tr>
</tbody>
</table>

Figure 3(b) shows the maximum phase error of EICZT algorithm with the squint angle from 0° to 60°. The phase error is approximately equal to zero, which indicates that the proposed EICZT approach can provide satisfying accuracy in high squint configuration and the additional PFM operation is highly indispensable.

![Figure 3](image_url)

**Figure 3.** Phase error variation with the increase of squint angle for (a) conventional ICZT, (b) the proposed EICZT.

4. SIMULATION EXPERIMENTS AND REAL DATA PROCESSING RESULTS

A high-squint airborne simulation with a squint angle of 40° is carried out in this section to highlight the performance of proposed algorithm.
The designed scene consists of nine point targets, as shown in Figure 4. PT5 locates at the scene center, the near range and far range targets have a relative slant range of −1500 m and 1500 m. The distance between PT2 and PT5 is 1000 m in azimuth. For the ongoing simulations, we assume the window function of rectangular shape in both directions. The system parameters are shown in Table 1. The theoretical azimuth resolution and range resolution are 0.65 m and 0.5 m, respectively. In this configuration, the maximum phase error of conventional ICZT is higher above the acceptable level $\pi/4$, as shown in Figure 5(b), and the phase error of EICZT remains to be approximately zero, as shown in Figure 5(a).

![Scene geometry with nine point targets.](image)

**Figure 4.** Scene geometry with nine point targets.

For clarity, the two-dimensional impulse response of PT1 focused by the proposed approach is zoomed in and shown in Figure 5(c). To quantify the precision of processing, the impulse response width (IRW), peak sidelobe ratio (PSLR), and integrated sidelobe ratio (ISLR) are used as criteria, as listed in Table 2. From Table 2, it can be seen that the measured IRWs processed by using EICZT in range and azimuth agree well with the theoretical values of 0.65 m in azimuth and 0.5 m in range, as shown in Table 2. However, the measured IRWs processed by using conventional ICZT are broadened by a factor of 22% and 47% in range and azimuth, as shown in Figure 5(d). Therefore, it means that the proposed EICZT approach is essential and capable of focusing SAR data in the high-squint configuration and highly improves the image quality with respect to the conventional ICZT.

For further validation of the proposed signal processing approach, a set of real X-band SAR data acquired by an airborne SAR system is used. The system bandwidth is 330 MHz, the pulse repetition
Figure 5. (a) Phase error of the proposed EICZT with 40° squint angle. (b) Phase error of conventional ICZT with 40° squint angle. (c) Impulse response of PT1 focused by the proposed algorithm. (d) Impulse response of PT1 focused by conventional ICZT.

Table 2. Parameters of focused targets.

<table>
<thead>
<tr>
<th></th>
<th>Azimuth</th>
<th></th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>EICZT</td>
<td>IRW 0.65 m</td>
<td>PSLR $-13.22$ B</td>
<td>ISLR $-9.82$ dB</td>
</tr>
<tr>
<td></td>
<td>IRW 0.501 m</td>
<td>PSLR $-13.23$ B</td>
<td>ISLR $-9.86$ dB</td>
</tr>
<tr>
<td>ICZT</td>
<td>IRW 0.96 m</td>
<td>PSLR $-8.89$ B</td>
<td>ISLR $-12.32$ dB</td>
</tr>
<tr>
<td></td>
<td>IRW 0.61 m</td>
<td>PSLR $-9.23$ B</td>
<td>ISLR $-12.16$ dB</td>
</tr>
</tbody>
</table>

frequency is 1600 Hz, and the velocity of the airplane is 140 m/s. To achieve accurate focusing, the onboard Inertial Navigation System (INS) and the Global Positioning System (GPS) are used to collect the information of the position and attitude of the antenna phase center.

In this paper, we choose the slant range at the middle swath as
Figure 6. SAR image processed by the proposed approach. The horizontal and vertical directions denote the range and azimuth, respectively.

the reference range. By using the proposed imaging algorithm, the outcoming SAR image is shown in Figure 6.

5. CONCLUSION

The traditional ICZT can focus broadside or low squint SAR data well, but fail in high squint configurations due to the neglect of range-variance of the second order range terms. The EICZT approach is proposed in this paper with a pre-processing operation in the Doppler-time domain by formulating a perturbation function to compensate the range-variance of second order range terms, which makes ICZT capable to work in high squint configurations. The simulated high squint SAR targets are well focused by the proposed processing approach and show great improvement with respect to the ones focused by conventional ICZT. The processing result of the real SAR data proves that the proposed EICZT approach can work well in the case of the millimeter-wave SAR. Due to the ability of this proposed algorithm, it can be capable of working in the spaceborne high-resolution sliding spotlight, and spaceborne high squint configurations.
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