PERFORMANCE ANALYSIS OF BISTATIC INTERFEROMETER BASED ON SPACEBORNE SAR
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Abstract—This paper presents the performance analysis of Bistatic Interferometer BAse on Spaceborne SAR (BIBASS). As a bistatic system with general configuration, the system response of BIBASS is azimuth/range dependent. Taking into account this peculiarity, the appropriate theoretical framework is developed to make a more accurate evaluation of the performance of BIBASS. Firstly, the interferometric features are studied. Then, considering all kinds of de-correlation factors, a comprehensive investigation of coherence of such a system is conducted, followed by the relative height accuracy analysis. The theoretical analysis and simulation show that BIBASS, with the ability of high-precision height measurement, can be widely applied as a novel remote sensing measurement system.

1. INTRODUCTION

Bistatic Synthetic Aperture Radar (BSAR) has been researched as a hotspot in microwave imaging area during the last decade. Over the last few years, the BSAR synchronization and imaging technology have been studied well [1–6]. Several experiments with different topologies have been conducted, and a number of valuable results have been published [7–10]. Research is now moving towards the exploitation of BSAR application, including interferometric measurement and coherent change detection [11–14].

This paper proposes and discusses a particular sub-class of bistatic interferometric SAR configuration, where a spaceborne SAR, e.g., RADARSAT-2 or TerraSAR-X, is served as the transmitter of opportunity, while a fixed multi-channel receiver is mounted on a near-space platform, e.g., a stratospheric aerostat. After imaging and...
interferometric process, this innovative remote sensing measurement system could be able to obtain the Digital Elevation Model (DEM) product with high-precision. The proposed system is named as Bistatic Interferometer BAsed on Spaceborne SAR, BIBASS [15].

Usually, the revisit cycle of spaceborne SAR is quite long (several days or more), and this system could only work for several seconds during the revisit [7, 8]. Therefore, to avoid echo window synchronization issues and to enhance the reliability of experiments, a conservative continuous data acquisition mode is applied in BIBASS. This means that the receiver is operated to acquire data continuously during the revisit of the spaceborne SAR, and the data processing could be done after the data acquisition. Moreover, since the velocity of the SAR satellite is much higher than that of the stratospheric aerostat, if the traditional stripmap mode is applied, the footprint overlapping would be very short and the beam synchronization would be very difficult. To overcome this, the wide-beam receiving mode could be applied in BIBASS. This means that the receiving beam of BIBASS should be wide enough to cover the observing scene and keep stationary. The problem of beam synchronization can be effectively resolved by choosing this kind of receiving mode.

As a passive single-pass interferometric system, BIBASS benefits from flexibility, low-cost, wide-swath, low temporal decorrelation and reliability [16]. This enables that BIBASS will be widely applied in the future missions. To verify and evaluate the concept of BIBASS, it is necessary to analyze the performance of this system. Furthermore, the analysis results could be used to guide and to optimize the system design.

For the traditional interferometric SAR (InSAR) system, the analysis theory of system performance has been established based on the mono-static SAR imaging geometry, in which mainly the interferometric pattern along the line of sight (LOS) was considered [17–21]. The coherence and height measurement performance of the distributed InSAR was analyzed by using the above-mentioned theory in [22]. Considering the particular geometric configuration, [23] analyzed the decorrelation factors and evaluated the relative height measurement performance of spaceborne distributed InSAR. For the latest TanDEM-X system, [11, 24, 25] analyzed the decorrelation factors and evaluated the interferometric performance.

However, as a bistatic system with general configurations, the response of BIBASS is azimuth/range dependent. Thus the interferometric feature of BIBASS is quite different from that of the traditional InSAR. In particular, the traditional InSAR can be treated as a special case of BIBASS. Therefore, this paper intends to develop
an appropriate theoretical framework to analyze the interferometric performance of BIBASS.

The paper is organized as following. In Section 2, the system concept is presented and the interferometric features are derived and analyzed. Considering all kinds of de-correlation contributions, a comprehensive investigation of the performance of such a system, including the coherence and the relative height accuracy, is conducted in Section 3. Section 4 presents the performance of BIBASS by conducting simulation. At last, some conclusions are given in Section 5.

2. SYSTEM CONCEPT AND INTERFEROMETRIC FEATURES

2.1. System Concept

Figure 1 shows the system concept and the geometry configuration of BIBASS. As illustrated in Figure 1(a), BIBASS comprises the spaceborne SAR as transmitters of opportunity, while the receiver could be mounted on a fixed stratospheric aerostat.

As shown in Figure 1(b), the master receiver antenna $A_1$ and the slave receiver antenna $A_2$ are located in the plane $ZOX$, the height of $A_1$ is $H$. The baseline defined as the distance between $A_1$ and $A_2$ is $B$. The angle between the baseline and the $Z$ axis is $\alpha$. For arbitrary point $P_0$ with coordinate $(x, y, h)$ in the scene, the distances from it to $A_1$ and $A_2$ are $r_1$ and $r_2$,

$$r_1 = \sqrt{(H - h)^2 + x^2 + y^2}$$

Figure 1. The Bistatic Interferometer BAased on Spaceborne SAR (BIBASS). (a) System concept. (b) Geometry configuration.
Then the parallax between $r_1$ and $r_2$ can be given as

$$\Delta r = r_2 - r_1 \approx B (\cos \beta \cos \alpha - \sin \gamma \sin \alpha)$$

(3)

where $\beta$ and $\gamma$ are the look angles of the point scatter $P_0$ for the master antenna $A_1$

$$\cos \beta = \frac{H - h}{r_1}; \quad \sin \gamma = \frac{y}{r_1}$$

(4)

Therefore, the interferometric phase corresponding to $P_0$ is

$$\phi = \frac{2\pi}{\lambda} \cdot \Delta r \approx \frac{2\pi}{\lambda} \cdot B (\cos \beta \cos \alpha - \sin \gamma \sin \alpha)$$

(5)

From (5), we can see that the interferometric phase is related to the geometry configuration and the coordinate of the target. Therefore, with the knowledge of the geometry configuration and the planar coordinate, i.e., $(x, y)$, we can be able to obtain the height information $h$ of the target by processing the interferometric phase. This is the principle of the height measurement for BIBASS.

### 2.2. Interferometric Features

For the conventional InSAR system, the interferogram usually consists of a dominant trend in the range direction, referred as the phase generated by an ideally flat Earth, and some ‘distorted’ pattern which is caused by terrain height variations [17]. However, for BIBASS, it is necessary to investigate the interferogram trend along three directions, namely, azimuth, range and height directions. The reason for this is that three-dimensional height measurement geometry is applied in BIBASS.

To investigate the character of the interferogram of BIBASS, another point $P_1$, which is located nearby $P_0$, is introduced. Assuming that the coordinate of $P_1$ is $(x', y', h')$, the corresponding look angles are $\beta'$ and $\gamma'$, then the interferometric phase variation between $P_1$ and $P_0$ can be expressed as

$$\Delta \phi \approx -\frac{2\pi}{\lambda} B (\cos \alpha \sin \beta \delta \beta + \sin \alpha \cos \gamma \delta \gamma)$$

(6)

where, $\delta \beta = \beta - \beta'$, $\delta \gamma = \gamma - \gamma'$. Figure 2 shows three different geometric positions of $P_1$. In each case, only the coordinate variation in one direction is considered, with other two coordinates fixed. It is worth to pointing out that the range discussed in this paper is referred as the slant range.
2.2.1. Interferogram due to the Range Variation

As sketched in Figure 2(a), assuming that \( P_1 \) and \( P_0 \) only have the position variation in range direction and the distance from \( P_1 \) and \( P_0 \) to \( A_1 \) are \( r_1 \) and \( r_1' \), thus \( \angle P_1 A_1 P_0 = \delta \gamma \). Moreover, assuming that the distance from \( P_2 \) to \( A_1 \) is \( r_1 \), thus \( \angle P_1 A_1 P_2 = \delta \beta \). According to the geometry shown in Figure 2(a), letting \( R = \frac{r_1 + r_1'}{2}, \Delta R = r_1' - r_1 \), we can get:

\[
R \cdot \delta \beta \approx R \cdot \sin \delta \beta = \frac{\Delta R}{\tan \beta} \\
R \cdot \delta \gamma \approx R \cdot \sin \delta \gamma = \frac{\Delta R}{\tan \gamma}
\]  

Figure 2. Position variations along three directions. (a) Range variation. (b) Azimuth variation. (c) Height variation.
Substituting (7) into (6), the interferometric phase variation caused by the range variation can be obtained:

$$\Delta \phi_r \approx -\frac{2\pi}{\lambda} \cdot \frac{B}{R} \cdot \left( \cos \alpha \cos \beta + \sin \alpha \frac{\cos \gamma}{\tan \gamma} \right) \cdot \Delta R \quad (8)$$

2.2.2. Interferogram due to the Azimuth Variation

As sketched in Figure 2(b), supposing that the range from $P_1$ and $P_0$ to $A_1$ are the same and that the only position offset between $P_1$ and $P_0$ is the azimuth variation $\Delta x$, thus according to (4), we can get that $\delta \beta = 0$. Then, $\angle P_0A_1N = \gamma$, $\angle P_1A_1M = \gamma'$. Letting $R = r$, we can get

$$\delta \gamma \approx -\frac{\sin \theta_0}{R \sin \gamma} \cdot \Delta x \quad (9)$$

where $\sin \theta_0 = \frac{x}{\sqrt{H^2 + x^2}}$. Therefore, substituting (9) into (6), the interferometric phase variation caused by the azimuth variation can be obtained as

$$\Delta \phi_a \approx \frac{2\pi}{\lambda} \cdot \frac{B \sin \alpha \sin \theta_0}{R \tan \gamma} \cdot \Delta x \quad (10)$$

2.2.3. Interferogram due to the Height Variation

As shown in Figure 2(c), we assume that the range from $P_1$ and $P_0$ to $A_1$ are the same, and the only position offset between $P_1$ and $P_0$ is the height variation $\Delta h$. Supposing that the distance from $P_2$ to $A_1$ is $r_1$ as well, thus $\angle P_1A_1P_2 = \delta \beta$. According to the geometry in Figure 2(c) and letting $R = r$, we can obtain

$$R \cdot \delta \beta \approx R \cdot \sin \delta \beta = \frac{\Delta h}{\sin \beta}$$

$$\delta \gamma \approx \frac{\cos \theta_0}{R \sin \gamma} \cdot \Delta h \quad (11)$$

where $\cos \theta_0 = \frac{H}{\sqrt{H^2 + x^2}}$. Therefore, the interferometric phase variation caused by the height variation can be derived as

$$\Delta \phi_h = -\frac{2\pi}{\lambda} \cdot \frac{B}{R} \cdot \left( \cos \alpha + \frac{\sin \alpha \cos \theta_0}{\tan \gamma} \right) \cdot \Delta h \quad (12)$$
2.3. Interferometric Parameters

Based on the derived results, we can calculate the key interferometric parameters of BIBASS, namely, the local fringe frequency (LFF) and the height of ambiguity (HoA) [19, 20]. The LFF represents the flat earth phase effect, while the HoA represents the height sensitivity of the interferometer [17]. Unlike conventional InSAR systems, the response of BIBASS is azimuth/range dependent. Therefore, the LFF of BIBASS consists of two components: range LFF and azimuth LFF. Moreover, the HoA of BIBASS is azimuth/range dependent as well.

\[ f_r = \frac{1}{2\pi} \frac{\delta \phi_r}{\delta R} = -\frac{B}{\lambda R} \cdot \left( \cos \alpha \cos \beta + \sin \alpha \frac{\cos \gamma}{\tan \gamma} \right) \]

\[ f_a = \frac{1}{2\pi} \frac{\delta \phi}{\delta x} = \frac{B \sin \alpha \sin \theta_0}{\lambda R \tan \gamma} \]

\[ h_{amb} = \frac{\lambda R}{B} \left( \cos \alpha + \frac{\sin \alpha \cos \theta_0}{\tan \gamma} \right) \]

The calculated interferometric parameters of BIBASS are plotted in Figure 3. The parameters used in the calculation are listed in Table 1. It can be seen from Figure 3(a) that the range LFF decreases as the receiver-to-target range (the detected range) increases, as expected, and the range LFF (phase-to-range sensitivity) at scene edge is higher than that at scene center. It can also be observed from Figure 3(b) that the azimuth LFF is symmetrical and increases with the absolute azimuth coordinate value. The calculated result shown in Figure 3(b) suggests that the azimuth LFF (phase-to-azimuth sensitivity) is weakly dependent on the detected range. For the phase-to-height sensitivity, we can see from Figure 3(c) that the HoA increases linearly with the detected range. This implies that the phase-to-height sensitivity goes down as the detected range rises. Meanwhile, we can also find that the HoA at scene edge is slightly higher than that at scene center. Overall, the interferometric phase sensitivity of BIBASS declines as the detected range rises, meanwhile, the flat earth effect increases and the phase-to-height sensitivity decreases as the azimuth offset increases.

It should be pointed out that, along the scene central line, \( \sin \theta_0 = 0, \cos \theta_0 = 1, \) and \( \beta = \gamma, \) thus \( f_a = 0, f_r = -\frac{B}{\lambda R} \cdot \frac{\sin(\alpha + \beta_0)}{\tan \beta_0}, \)

\[ h_{amb} = \frac{\lambda R}{B} \cdot \frac{\sin \beta_0}{\sin(\alpha + \beta_0)}, \]

where \( \beta_0 = \arcsin\left(\frac{y}{\sqrt{(H-h)^2+y^2}}\right). \) These are the interferometric parameters of the conventional mono-static InSAR. The reason for this is that, in this case, the geometric configuration of BIBASS degrades to the conventional mono-static SAR. Therefore, mono-static InSAR can be treated as a special case of BIBASS.
3. COHERENCE AND RELATIVE HEIGHT ACCURACY

The key performance quantity of interferometric systems is the coherence, which is the dominant factor of the relative height accuracy [11, 17]. This section presents a comprehensive analysis of the coherence of BIBASS, followed by the discussion of the relative height accuracy. The presented different decorrelation factors include limited signal-to-noise ratio (SNR), spatial baseline, volume scattering, ambiguities, quantization, co-registration error and synchronization error.

3.1. SNR Decorrelation

The SNR decorrelation is due to the reality of finite signal-to-noise ratio (SNR) of BIBASS. Assuming that the SNR of two images is same, and
then the de-correlation effect caused by SNR can be rewritten as [17]

$$\gamma_{SNR} = \frac{1}{1 + SNR^{-1}}$$  \hspace{1cm} (16)

According to the radar equation of the bistatic SAR [26], the SNR of BIBASS can be given as:

$$SNR = \frac{P_{av}G_TG_R\lambda^2\sigma_{T\text{nt}}}{(4\pi)^3R_T^2R_R^2K_BT_SF_L}$$  \hspace{1cm} (17)

where $P_{av}$ is the average transmitter power, $\lambda$ the wavelength, $\sigma$ the bistatic radar cross section, $T_{int}$ the synthetic aperture time, $K_B$ the Boltzmann constant, $T_S$ the receiver temperature, $F$ the noise figure, $L$ the system loss, $G_T$ (or $G_R$) the antenna gain of the transmitter (or the receiver), and $R_T$ (or $R_R$) the range from the transmitter (or the receiver) to the target, respectively. Due to the reality that the receiver-to-target range of BIBASS is much shorter than that of spaceborne SAR, and the fine SNR performance is one of the advantages for BIBASS.

### 3.2. Spatial Decorrelation

Spatial de-correlation is due to the slightly different viewing angle between two data acquisition geometries [18, 21]. As shown in Figure 1, the viewing angle offset is caused by the baseline between $A_1$ and $A_2$. The system response of BIBASS is azimuth/range dependent. Therefore, a theoretical model of spatial decorrelation should be established with considering this peculiarity. In the case of pure surface scattering, this section establishes the spatial decorrelation model.

Figure 4 shows the imaging geometry of BIBASS to be used in this analysis. It is convenient to establish the coordinate system in such a way that $O$ is at the coordinate origin, and the $XOY$ plane coincides with the ground plane. The point $P'(x_0, y_0)$ is the center of a resolution cell in the imaging scene. The distances from $P'(x_0, y_0)$ to $A_1$ and $A_2$ are $r_1(x_0, y_0)$ and $r_2(x_0, y_0)$, respectively. As sketched in Figure 4, the point $P'(x, y)$ is in the vicinity of $P$, i.e., it is a point scatterer within the resolution cell. The distances from $P'(x, y)$ to $A_1$ and $A_2$ are $r_1(x, y)$ and $r_2(x, y)$, respectively.

Based on the point scattering model, the complex bistatic SAR image signal without the system thermal noise measured by the antennas $A_1$ and $A_2$ can be represented as the sum of complex returns of all the point scatterers within the resolution cell:

$$s_i = \int \int \sigma_b(x, y) \exp \left( -\frac{2\pi}{\lambda} (r_T + r_i(x, y)) \right) \cdot W(x, y) dx dy, \hspace{1cm} i = 1, 2 \hspace{1cm} (18)$$
where $\sigma_b$ denotes the complex bistatic backscatter coefficient at each point on the plane, $\lambda$ the wavelength, and $W(x, y)$ the point spread function (PSF) of BIBASS. The PSF of BIBASS can be expressed as:

$$W(x, y) = \sin \left( \frac{x-x_0}{\rho_x} \right) \cdot \sin \left( \frac{y-y_0}{\rho_y} \right)$$ (19)

where $\sin c(x) = \sin(\pi x)/\pi x$, and $\rho_x$ and $\rho_y$ are the azimuth resolution and range resolution, respectively.

The correlation coefficient of these two images, indicating the coherence loss caused by spatial baseline, can be given as

$$\gamma_{\text{Spatial}} = \left| \frac{\langle S_1 S_2^* \rangle}{\sqrt{\langle S_1 S_1^* \rangle \langle S_2 S_2^* \rangle}} \right|$$ (20)

After the co-registration of the master and the slave images, applying interferometric process will yield

$$S_1 S_2^* = \iiint \sigma_0(x, y) \sigma_0^*(x', y') \exp \left( -j \frac{2\pi}{\lambda} (r_0(x, y) + r_1(x, y)) \right)$$

$$\cdot \sin c \left( \frac{x-x_0}{\rho_x} \right) \sin c \left( \frac{y-y_0}{\rho_y} \right) \cdot \exp \left( j \frac{2\pi}{\lambda} (r_0(x', y') + r_2(x', y')) \right)$$

$$\cdot \sin c \left( \frac{x'-x_0}{\rho_x} \right) \sin c \left( \frac{y'-y_0}{\rho_y} \right) \, dx \, dy \, dx' \, dy'$$ (21)

Assuming that the imaged surface consists of uniformly distributed and uncorrelated scattering centers [18],

$$\langle \sigma_0(x, y) \cdot \sigma_0^*(x', y') \rangle = \sigma_0^2 \cdot \delta(x-x', y-y')$$ (22)
where \( \langle \cdot \rangle \) indicates the assemble average, then (22) can be reduced into

\[
\langle S_1 S_2^* \rangle = \int \int \sigma_0^2 \exp \left( -j \frac{2\pi}{\lambda} (r_1(x, y) - r_2(x, y)) \right) 
\sin c^2 \left( \frac{x - x_0}{\rho_x} \right) \sin c^2 \left( \frac{y - y_0}{\rho_y} \right) dxdy
\]

(23)

According to the geometry relation between \( P'(x, y) \) and \( P(x_0, y_0) \) shown in Figure 4, we can obtain

\[
\begin{align*}
\{ r_1(x, y) & \approx r_1(x_0, y_0) + (y - y_0) \sin \theta_1 + (x - x_0) \sin \varphi_1 \\
\{ r_2(x, y) & \approx r_2(x_0, y_0) + (y - y_0) \sin \theta_2 + (x - x_0) \sin \varphi_2
\end{align*}
\]

(24)

where

\[
\begin{align*}
\sin \theta_1 &= \frac{y_0}{\sqrt{H^2 + x_0^2 + y_0^2}} \\
\sin \varphi_1 &= \frac{x_0}{\sqrt{H^2 + x_0^2 + y_0^2}} \\
\sin \theta_2 &= \frac{y_0 - B \sin \alpha}{\sqrt{(H + B \cos \alpha)^2 + x_0^2 + (y_0 - B \sin \alpha)^2}} \\
\sin \varphi_2 &= \frac{x_0}{\sqrt{(H + B \cos \alpha)^2 + x_0^2 + (y_0 - B \sin \alpha)^2}}
\end{align*}
\]

(25)

Combining (24) and (25) suggests that the phase term in the integral of (23) is the linear function of variables \( x \) and \( y \). This implies that this term can be seen as the Fourier Transform kernel. Therefore, the interferometric model of BIBASS can be derived by applying Fourier Transform features.

\[
\langle S_1 S_2^* \rangle = \sigma_0^2 \rho_x \rho_y \exp \left( -j \frac{2\pi}{\lambda} (r_1(x_0, y_0) - r_2(x_0, y_0)) \right) 
\times \left( 1 - \frac{\cos \theta |\delta \theta|}{\lambda \rho_y} \right) \left( 1 - \frac{\cos \varphi |\delta \varphi|}{\lambda \rho_x} \right)
\]

(26)

where \( \theta = \frac{\theta_1 + \theta_2}{2}, \delta \theta = \theta_1 - \theta_2; \varphi = \frac{\varphi_1 + \varphi_2}{2}, \delta \varphi = \varphi_1 - \varphi_2 \). Based on the geometry configuration shown in Figure 4, we can also get

\[
\begin{align*}
\delta \theta & \approx \frac{\sin \theta \cos \theta_0 \cos \alpha + \cos \theta \sin \alpha}{\sqrt{H^2 + x_0^2 + y_0^2}} \cdot B \\
\delta \varphi & \approx \frac{\sin \varphi \cos (\varphi_0 - \alpha)}{\sqrt{H^2 + x_0^2 + y_0^2}} \cdot B
\end{align*}
\]

(27)

where

\[
\begin{align*}
\cos \theta_0 &= \frac{H}{\sqrt{H^2 + x_0^2}}; \quad \cos \varphi_0 = \frac{H}{\sqrt{H^2 + x_0^2 + y_0^2}}
\end{align*}
\]

(28)
The auto-correlation of them can be given by [19]

\[ \langle S_1 S_1^* \rangle = \langle S_2 S_2^* \rangle = \sigma_0^2 \rho_x \rho_y \]  

(29)

From (26) and (29), we can get the spatial decorrelation:

\[ \gamma_{Spatial} = \left( 1 - \left| \frac{\cos \theta \rho_y}{\lambda} \cdot \frac{\sin \theta \cos \theta_0 \cos \alpha + \cos \theta \sin \alpha}{R_0} \cdot B \right| \right) \times \left( 1 - \left| \frac{\cos \varphi \rho_x}{\lambda} \cdot \frac{\sin \varphi \cos (\varphi_0 - \alpha)}{R_0} \cdot B \right| \right) \]  

(30)

where \( R_0 = \sqrt{H^2 + x_0^2 + y_0^2} \). We can see from (30) that the spatial decorrelation of BIBASS can be decomposed into two components along range direction and along the azimuth direction. The range spatial decorrelation component indicated by the first term in (30) is similar to the spatial decorrelation contribution for the conventional InSAR system. However, the azimuth spatial decorrelation component represented by the second term in (30) is quite particular, since the impact of this component is dependent on the azimuth position. In particular, the effect of azimuth spatial decorrelation is zero at scene central line, since \( \varphi = 0 \); the effect increases with the azimuth position offset, and achieve the maximum value at the scene edge. This is consistent with the conclusion given in the last section, i.e., the monostatic InSAR can be treated as a special case of BIBASS.

3.3. Volume Scattering Decorrelation

For the vegetated area, it is necessary to analyze the coherence loss due to the volume scattering. The principle of the volume scattering decorrelation is similar to the above-mentioned spatial decorrelation. The existence of multiple scatterers with different height within a single resolution cell results in the increase of the interferometric phase uncertainty, and then the coherence loss of the interferogram [17]. The decorrelation effect of the volume scattering can be expressed as

\[ \gamma_{Vol} = \frac{\int_0^{h_v} \rho(z) \exp \left( j2\pi \frac{z}{h_{amb}} \right) dz}{\int_0^{h_v} \rho(z) dz} \]  

(31)

where \( h_{amb} \) is the HoA given by (15), \( h_v \) is the vegetation height, and \( \rho(z) \) is the vertical scattering profile.

Taking into account the extinction in a homogeneous medium, the random volume (RV) model is an appropriate model of structure.
function for the vegetated area [27]. Moreover, considering the
difference between the incident angle and the reflected angle in bistatic
SAR configurations, the vertical scattering profile should be rewritten
as
\[ \rho(z) = \varepsilon_v \cdot \exp \left[ -\kappa_e \cdot \left( \frac{h_v - z}{\cos \theta_T} + \frac{h_v - z}{\cos \theta_R} \right) \right], \quad 0 \leq z \leq h_v \]  
(32)
where \( \varepsilon_v \) is a constant; however, it will be omitted in the calculation.
\( \kappa_e \) is the one-way amplitude extinction coefficient in Nepers per meter
[11], and \( \cos \theta_T \) and \( \cos \theta_R \) are the incident angle and the reflected
angle, respectively.

By instituting (32) into (31) yields
\[ \gamma_{Vol} = \left| \frac{\xi_1 \cdot \exp[\xi_2 \cdot h_v] - \exp[-\xi_1 \cdot h_v]}{1 - \exp[-\xi_1 \cdot h_v]} \right| \]  
(33)
where
\[ \xi_1 = \kappa_e \cdot \frac{\cos \theta_T + \cos \theta_R}{\cos \theta_T \cos \theta_R}; \quad \xi_2 = j \frac{2\pi}{h_{amb}} \]  
(34)

### 3.4. Other Decorrelation Factors

Beside the above mentioned decorrelation sources, other decorrelation
factors have to be analyzed for BIBASS.

In SAR system, the value of ambiguity signal is represented by
the Ambiguity-to-Signal Ratio (ASR), which is defined by the ratio
between the ambiguity signal and the expected signal [28]. The ASR
can be decomposed into the Range Ambiguity-to-Signal Ratio (RASR)
and the Azimuth Ambiguity-to-Signal Ratio (AASR). The coherence
loss caused by the ASR can be given as
\[ \gamma_{Amb} = \frac{1}{1 + \text{RASR}} \cdot \frac{1}{1 + \text{AASR}} \]  
(35)
Another decorrelation source is the quantitation error resulting
from the limited number of bits used for digital representation of
the recorded echo. As a comparison of the complexity and the
performance, usually, the quantitation level for spaceborne SAR is
3 or 4, with the corresponding coherence loss 0.946 or 0.989 [29].
However, the downlink capability of BIBASS is abundant, since the
revisit cycle of spaceborne transmitter is several days. Therefore,
the higher quantitation level can be applied, and the corresponding
coherence loss is ignorable.

The coregistration error will result in not only the interferometric
phase offset, but also the coherence loss [30]. Assuming that the
azimuth coregistration error is $\Delta x$, and the range coregistration error is $\Delta y$, then the decorrelation effect can be expressed as

$$\gamma_{\Delta x} = \sin c \left( \frac{\pi \Delta x (1 - |Bk_x/\lambda R|)}{\rho_x} \right)$$

(36)

$$\gamma_{\Delta y} = \sin c \left( \frac{\pi \Delta y (1 - |Bk_y/\lambda R|)}{\rho_y} \right)$$

(37)

where $k_x = \cos \varphi \sin \varphi \cos(\varphi_0 - \alpha) \rho_x$, $k_y = \cos \theta (\sin \theta \cos \theta_0 \cos \alpha + \cos \theta \sin \alpha) \rho_y$. Generally, the requirement of SAR interferometric application is that the coregistration error is smaller than 0.1 pixels.

Since the transmitter and the receiver are separated, the decorrelation effect of the space, time and frequency synchronization errors should be taken into account in BIBASS.

The space synchronization (beam synchronization) error will result in the degradation of the system SNR, and then the coherence loss between consecutive images. However, as mentioned above, the problem of beam synchronization can be effectively resolved by applying the wide-beam receiving mode. Therefore, the corresponding coherence loss can be ignored.

The time and frequency synchronization errors are caused by the independent oscillators used in the separated transmitter and receiver. This will result in the range measurement error and the phase error, and then impact the imaging result and the interferometric application. The time and frequency synchronization error consists of the deterministic component and the random component. However, the same local oscillator is used in the receiver subsystem of BIBASS. This means that the deterministic synchronization error will not result in the coherence loss, since it can be eliminated by the interferometric process. Assuming that the random phase error resulting from the time and frequency synchronization error are $\phi_{nt}$ and $\phi_{nf}$ with the mean variance $\sigma_{nt}$ and $\sigma_{nf}$, where $n = 1, 2$ represent the master and the slave images, the corresponding decorrelation contribution can be expressed by [31]

$$\gamma_{\text{Syn}} = \exp \left[ - \left( \frac{\sigma_{nt}^2 + \sigma_{nf}^2 + \sigma_{1t}^2 + \sigma_{2f}^2}{2} \right) \right]$$

(38)

According to the performance of the current oscillator, the impact of the random synchronization error on the coherence loss can also be ignored [32]. However, what we need to highlight here is that the random synchronization error will result in a residual interferometric phase, which will be discussed in the following discussion.
3.5. Relative Height Accuracy

The total coherence $\gamma_{Tot}$ of BIBASS can be calculated by multiplying the above-mentioned decorrelation factors. Then the estimation error of the interferometric phase can be derived, followed by the calculation of the relative height accuracy of BIBASS. Assuming that the number of the independent looks is $L$, then the probability density function (PDF) of the interferometric phase can be given by [33]:

$$p_\varphi(\varphi) = \frac{\Gamma(L + \frac{1}{2})(1 - |\gamma_{Tot}|^2)^L |\gamma_{Tot}| \cos(\varphi - \varphi_0)}{2\sqrt{\pi} \Gamma(L)(1 - |\gamma_{Tot}|^2 \cos^2(\varphi - \varphi_0))^{L+1/2}}$$

$$+ \frac{(1 - |\gamma_{Tot}|^2)^L}{2\pi} F \left( L, 1; \frac{1}{2}; |\gamma_{Tot}|^2 \cos^2(\varphi - \varphi_0) \right)$$

(39)

where $\varphi_0$ is the true value of the interferometric phase $\varphi$, $\Gamma(\cdot)$ the Gamma function, and $F(\cdot)$ the Gaussian hyper-geometric function. Letting $\Delta \varphi = \varphi - \varphi_0$ be the estimation error of the interferometric phase, the standard variance of $\Delta \varphi$ is given by

$$\sigma_{\Delta \varphi} = \sqrt{\int_{-\pi}^{\pi} (\varphi - \varphi_0)^2 p_\varphi(\varphi) d\varphi}$$

(40)

Equation (40) indicates the estimation accuracy of the interferometric phase. Moreover, taking into account the interferometric phase error caused by the residual synchronization error, the relative height measurement accuracy can be written by

$$\Delta h = h_{amb} \cdot (\Delta \varphi / 2\pi)$$

(41)

where $\Delta \varphi = \sigma_{\Delta \varphi} + \Delta \varphi_{syn}$, $\Delta \varphi_{syn}$ is the interferometric phase error resulting from the residual synchronization error.

4. SIMULATION ANALYSIS

Based on the above derived theory, this section analyzes the performance of BIBASS by conducting simulation. The simulation parameters are listed in Table 1. The transmitter’s parameters are related to the C-band spaceborne SAR system-RADARSAT-2, which was launched in December 2007 [34].

Assuming that the height of the receiver’s platform (stratospheric aerostat) is 20 km, the distance from the receiver to the scene center is 80 km, and the imaged scene size is 20 km × 20 km, thus the beam width of the receiver’s antenna needs to be 14.32° (Horizontal) and 3.58° (Elevation), and then the corresponding aperture of the receiver’s antenna is 0.22 m and 0.89 m (C-band, $\lambda = 5.6$ cm).
Table 1. Simulation parameters of BIBASS.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>5.405 GHz</td>
<td>Aerostat Height</td>
<td>20 km</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>30 MHz</td>
<td>Receiver Antenna Length</td>
<td>0.22 m</td>
</tr>
<tr>
<td>Satellite Height</td>
<td>798 km</td>
<td>Receiver Antenna Width</td>
<td>0.89 m</td>
</tr>
<tr>
<td>Average</td>
<td>300 W</td>
<td>Sampling Frequency</td>
<td>50 MHz</td>
</tr>
<tr>
<td>Transmitter Power</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise Figure + Loss</td>
<td>5 dB</td>
<td>Receiver-to-Target Range</td>
<td>60–100 km</td>
</tr>
<tr>
<td>Transmitter Antenna Length</td>
<td>15 m</td>
<td>Scene Length</td>
<td>20 km</td>
</tr>
<tr>
<td>Transmitter Antenna Width</td>
<td>1.5 m</td>
<td>Scene Width</td>
<td>20 km</td>
</tr>
<tr>
<td>Incident Angle</td>
<td>35 deg</td>
<td>Target RCS</td>
<td>2 m²</td>
</tr>
<tr>
<td>Baseline length</td>
<td>50 m</td>
<td>Baseline Obliquity</td>
<td>30 deg</td>
</tr>
</tbody>
</table>

Figure 5 shows different decorrelation sources of BIBASS. The decorrelation effect of SNR is shown in Figure 5(a), where three beams were used to cover a 40 km swath, and the used antenna pattern is $\sin c^2$. We can find that the coherence goes down with the detected range goes up, since the SNR decreases as the detected range. However, the coherence loss of BIBASS due to finite SNR is smaller than 0.05 for the whole covered scene. Figure 5(b) illustrates the spatial decorrelation. From this we can see that the decorrelation effect caused by spatial baseline decreases with the detected range. The coherence at the scene edge is better than that at the scene center. This is consistent with the derived result shown by (30). The coherence loss caused by the volume scattering is shown in Figure 5(c). In the calculation, we assume that $\kappa_e = 1$ dB/m [11], and the reflected angle is $\theta_R = 76^\circ$, which is corresponding to the detected range is 80 km. We can conclude that the coherence climbs as the HoA increases. We can also find that the decorrelation effect increases with the vegetation height, however, the trend of this is getting slow with the increase of the vegetation height. Figure 5(d) shows the coherence loss caused by the signal ambiguities. We can find that the decorrelation effect of ASR is dependent on the Pulse Repetition Frequency (PRF), but weakly dependent on the detected range. It’s worth pointing out that, for BIBASS, the effect of RASR is much smaller than that of the AASR.

Taking into account all kinds of decorrelation factors mentioned above, the total coherence of BIBASS operating with the parameters listed in Table 1 is illustrated in Figure 6, in which the solid line indicates the performance at the scene center, while the dotted line
indicates the performance at the scene edge. In the calculation, PRF = 1000 Hz, and the vegetation height is 10 m. We can see from Figure 6 that the total coherence of BIBASS is on the order of 0.88 to 0.95, and the coherence at the scene center is higher than that at the scene edge.

Assuming that the independent looks $L = 4$ and that the residual synchronization phase error is $5^\circ$, Figure 7 shows the interferometric phase error and the relative height accuracy of BIBASS, where the solid line indicates the performance at the scene center, while the dotted line indicates the performance at the scene edge. We can see from Figure 7 that for BIBASS operating with the parameters listed in Table 1, the interferometric phase error is lower than 0.32 rad and the relative height accuracy is better than 5 m. We can also find that the performance of BIBASS at scene center is better than that at the
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**Figure 5.** Decorrelation sources of BIBASS. (a) SNR decorrelation. (b) Spatial decorrelation. (c) Volume scattering decorrelation. (d) Ambiguity decorrelation.
Figure 6. The total coherence of BIBASS.

Figure 7. The interferometric phase error and relative height accuracy of BIBASS. (a) The interferometric phase error. (b) The relative height accuracy.

scene edge. Moreover, even though the estimation accuracy of the interferometric phase increases with the detected range, the relative height accuracy degrades as the detected range increases. The reason for this is that, as shown in Figure 3(c), the HoA increases quickly with the detected range.

From the simulated results and the discussion presented above, it is clear that, to improve the relative height accuracy, we need to decrease the impact of the spatial decorrelation and to reduce the residual synchronization phase error. The first one can be realized by performing pre-filtering, while the second one can be realized by applying more accurate synchronization method [27, 32].
5. CONCLUSIONS

This paper analyzes the performance of a particular bistatic interferometric system—Bistatic Interferometer BAsed on Spaceborne SAR (BIBASS). Firstly, the interferometric parameters of BIBASS are derived and analyzed based on the geometry configuration. Then, taking into account all decorrelation factors, a comprehensive analysis of the coherence performance is presented, followed by the discussion of the relative height accuracy. At last, the derived theory is also applied to analyze the performance of BIBASS by simulation. Both the derived theory and the simulated result suggest that BIBASS is able to obtain height measurement production with high-precision. The next step is to develop the system hardware and to conduct experimental investigation.
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