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1. INTRODUCTION

Fredholm integral equation of the first kind is an important integral
equation in many fields of engineering. Many methods have been
proposed, such as expansion method [1–2], regularization method [3],
Backus-Gilbert method [4], Galerkin method [1] or the moment method [5] and etc. But the moment method has played an important role in engineering computations. In general, the matrix constructed by the conventional moment method is dense, the inversion of the matrix and the final solution of the linear equation is very time-consuming, particularly for a large number of subsections. But a conventional MoM matrix contains all the information required to solve scattering problems. To overcome the difficulties of large memory requirement and high computation time, many researchers have proposed the use of wavelet basis.

As we know, it is important to select a suitable basis function in numerical computation of integral equation and differential equations. For one dimensional case, many kinds of basis functions have been proposed, such as triangular basis function, pulse basis function, polynomial basis function, spline and B-spline basis function. Recently, the wavelet basis function [6] or wavelet-like basis function [7] has been proposed to solve the numerical solutions of Fredholm equations and differential equation in one dimension. Steinberg et al [8] used the wavelet expansions for the unknown current (function) in the moment method, which is expressed as a twofold summation of shifted and dilated forms of properly chosen basis function. Goswami et al [9] used wavelets on a bounded interval to solve the first-kind integral equations in electromagnetic scattering problems. Wang [10] proposed a hybrid method based on the wavelet expansion method and boundary element method. In his method, the unknown surface current is expanded in terms of a basis derived from periodic, orthogonal wavelet in interval [0,1].

Because of the local supports and vanishing moment properties of wavelets, many of the matrix elements are very small compared to the largest element, and hence can be dropped without significantly affecting the solution. Using moment method and subsequently a threshold procedure, the matrix constructed by these methods can be rendered sparse. Then, the linear equation with the sparse matrix is solved. This means that one can save CPU-time and reduce the storage requirements for the solution of the matrix equation.

The method of non-uniform grid and the multiscale technique which generates locally finer grid are usually used when the solutions of the integral equations or the differential equations have been known to vary widely in different domains. By non-uniform gridding one can reduce
the size of the problem and improve the accuracy. The multilevel or
the multigrid technique has been widely used in solving the differenti-
tional equations and integral equations [11–15]. Kalbasi and Demarest
[16–17] applied the multilevel concepts to solve the integral equation
by the moment method on different levels, which has been called the
multilevel moment method. No matter what the multigrid technique
is, the basis functions for an improved approximation have to be recon-
structed again. By using the multiscale technique in one dimension,
the basis functions for the new scale are reconstructed. From the point
of view of reducing the size of linear equation, the authors proposed
AMMM (adaptive multiscale moment method) [18] to study the nu-
merical solutions of the integral equations of the first kind using the
multiscale triangular basis, which is similar to wavelet basis. When
using these basis to represent the known function, many of the coef-
ficients will be zero if the known function is linear on some intervals.
Therefore, we can compress the original data with the multiscale tri-
angular basis. Many of the results [18–20] have shown that AMMM
can automatically reduce the size of the linear equation constructed
by the moment method with the multiscale triangular basis, and it is
a very effective algorithm in solving the integral equations.

The objective of this paper is to develop AMMM for solving two-
dimensional Fredholm integral equation of the first kind. First, two-
dimensional multiscale basis will be introduced according to the ten-
sor product of the one-dimensional multiscale triangular basis. We
will discuss the geometrical meaning of the coefficients of the mul-
tiscale basis and compression technique for representing the original
two-dimensional function on the multiscale basis. Second, by use of
this kind of basis, the multiscale moment method for solving two-
dimensional Fredholm integral equation of the first kind has been pro-
posed. Furthermore, the adaptive algorithm of the multiscale moment
method has been presented according to the characteristics of solution
coefficients of the integral equation. Three examples for the numerical
simulations carried out to test the feasibility of the multiscale moment
method and its adaptive algorithm have been presented.
2. THE SIMPLEST CASE OF TWO-DIMENSIONAL MULTISCALE BASIS AND THE GEOMETRICAL MEANING OF THE COEFFICIENTS FOR MULTISCALE BASIS

Consider that for one scale on the internal [0,1], the original triangular basis and the multiscale basis have the following relationship:

\[
\begin{pmatrix}
\psi_1(x) \\
\psi_2(x) \\
\psi_3(x)
\end{pmatrix} =
\begin{pmatrix}
1 & 0 & -1/2 \\
0 & 1 & 1 \\
0 & 1 & -1/2
\end{pmatrix}
\begin{pmatrix}
\phi_1^{(0)}(x) \\
\phi_2^{(0)}(x) \\
\phi_1^{(1)}(x)
\end{pmatrix}
\] (1)

The plots of $\phi_1^{(0)}(x)$, $\phi_2^{(0)}(x)$, $\phi_1^{(1)}(x)$, $\psi_1(x)$, $\psi_2(x)$, $\psi_3(x)$ are shown in Fig. 1.

![Triangular Basis Functions](image1)

![Multiscale Triangular Basis Functions](image2)

**Figure 1.** The triangular basis and multiscale triangular basis.

The basis functions on the region $[0,1] \times [0,1]$ are constructed by tensor product.

So the 2-D triangular basis functions are $(\psi_1(x)\psi_1(y)$, $\psi_2(x)\psi_1(y)$, $\psi_3(x)\psi_1(y)$, $\psi_1(x)\psi_2(y)$, $\psi_2(x)\psi_2(y)$, $\psi_3(x)\psi_2(y)$, $\psi_1(x)\psi_3(y)$, $\psi_2(x)\psi_3(y)$, $\psi_3(x)\psi_3(y))$. They are shown in Fig. 2(A). The 2-D multiscale triangular basis functions are $(\phi_1^{(0)}(x)\phi_1^{(0)}(y)$, $\phi_2^{(0)}(x)\phi_1^{(0)}(y)$, $\phi_1^{(0)}(x)\phi_2^{(0)}(y)$, $\phi_2^{(0)}(x)\phi_2^{(0)}(y)$, $\phi_1^{(1)}(x)\phi_1^{(0)}(y)$, $\phi_1^{(1)}(x)\phi_2^{(0)}(y)$, $\phi_1^{(0)}(x)\phi_1^{(1)}(y)$, $\phi_2^{(0)}(x)\phi_1^{(1)}(y)$, $\phi_1^{(1)}(x)\phi_1^{(1)}(y)$) and are shown in Fig. 2(B).
Suppose the function \( f(x, y) \) is approximated in the region \([0, 1] \times [0, 1]\) with the 2-D triangular basis which is represented by

\[
\begin{bmatrix}
\psi_1(x) \\ \psi_2(x) \\ \psi_3(x)
\end{bmatrix}
\begin{bmatrix}
f_{1,1} & f_{1,2} & f_{1,3} \\ f_{2,1} & f_{2,2} & f_{2,3} \\ f_{3,1} & f_{3,2} & f_{3,3}
\end{bmatrix}
\begin{bmatrix}
\psi_1(y) \\ \psi_2(y) \\ \psi_3(y)
\end{bmatrix}
\]

and the approximation of the function \( f(x, y) \) in the region \([0, 1] \times [0, 1]\) with the 2-D multiscale triangular basis is represented by

\[
\text{Figure 2a. 2-D triangular basis functions.}
\]
Figure 2b. 2-D multiscale triangular basis function.

\[ f_{\text{approx}}(x, y) = \begin{pmatrix} \phi_1^{(0)}(x) & \phi_2^{(0)}(x) & \phi_3^{(1)}(x) \end{pmatrix} \begin{pmatrix} \tau_{1,1} & \tau_{1,2} & \tau_{1,3} \\ \tau_{2,1} & \tau_{2,2} & \tau_{2,3} \\ \tau_{3,1} & \tau_{3,2} & \tau_{3,3} \end{pmatrix} \begin{pmatrix} \phi_1^{(0)}(y) \\ \phi_2^{(0)}(y) \\ \phi_3^{(1)}(y) \end{pmatrix} \]

\[ = f_{(0)}(x, y) + \tau_{3,1}\phi_1^{(1)}(x)\phi_1^{(0)}(y) + \tau_{3,2}\phi_2^{(0)}(x)\phi_2^{(0)}(y) + \tau_{3,3}\phi_1^{(0)}(x)\phi_3^{(1)}(y) \]
where
\[
\begin{align*}
  f(0) &= \tau_{1,1} \phi_1^{(0)}(x)\phi_1^{(0)}(y) + \tau_{1,2} \phi_1^{(0)}(x)\phi_2^{(0)}(y) \\
  &\quad + \tau_{2,1} \phi_2^{(0)}(x)\phi_1^{(0)}(y) + \tau_{2,2} \phi_2^{(0)}(x)\phi_2^{(0)}(y)
\end{align*}
\]

Through the relationship (1), we can obtain the following relationship between \( f_{i,j} \) and \( \tau_{i,j} \),
\[
\begin{pmatrix}
  \tau_{1,1} & \tau_{1,2} & \tau_{1,3} \\
  \tau_{2,1} & \tau_{2,2} & \tau_{2,3} \\
  \tau_{3,1} & \tau_{3,2} & \tau_{3,3}
\end{pmatrix} =
\begin{pmatrix}
  1 & 0 & 0 \\
  0 & 0 & 1 \\
  -1/2 & 1 & -1/2
\end{pmatrix}
\begin{pmatrix}
  f_{1,1} & f_{1,2} & f_{1,3} \\
  f_{2,1} & f_{2,2} & f_{2,3} \\
  f_{3,1} & f_{3,2} & f_{3,3}
\end{pmatrix}
\begin{pmatrix}
  1 & 0 & -1/2 \\
  0 & 0 & 1 \\
  0 & 1 & -1/2
\end{pmatrix}
\]
that is
\[
\begin{align*}
  \tau_{1,1} &= f_{1,1}, \quad \tau_{1,2} = f_{1,3}, \quad \tau_{2,1} = f_{3,1}, \quad \tau_{2,2} = f_{3,3} \\
  \tau_{1,3} &= f_{1,2} - \frac{1}{2}(f_{1,1} + f_{1,3}), \quad \tau_{2,3} = f_{3,2} - \frac{1}{2}(f_{3,1} + f_{3,3}) \\
  \tau_{3,1} &= f_{2,1} - \frac{1}{2}(f_{1,1} + f_{3,1}), \quad \tau_{3,2} = f_{2,3} - \frac{1}{2}(f_{1,3} + f_{3,3}) \\
  \tau_{3,3} &= f_{2,2} - \frac{1}{2}(f_{1,2} + f_{3,2}) \\
  &\quad - \frac{1}{2}(f_{2,1} + f_{2,3}) + \frac{1}{4}(f_{1,1} + f_{1,3} + f_{3,1} + f_{3,3}) \\
  &= f_{2,2} - \frac{1}{2}(\tau_{1,3} + \tau_{3,1} + \tau_{2,3} + \tau_{3,2}) - \frac{1}{4}(f_{1,1} + f_{1,3} + f_{3,1} + f_{3,3}) \\
  &= \tau''_{3,3} - \frac{1}{2}(\tau_{1,3} + \tau_{3,1} + \tau_{2,3} + \tau_{3,2})
\end{align*}
\]

where \( \tau''_{3,3} = f_{2,2} - \frac{1}{4}(f_{1,1} + f_{1,3} + f_{3,1} + f_{3,3}) \). Geometrically, \( \tau_{i,j} \) implies the difference between the approximate linear function in \([0, 1]\) and the original function \( f(x, y) \) at the middle point \((x_i, y_j)\) (see Fig. 3).

If the function \( f(x, y) \) has the two-order continuous differentiability on the region, then
Figure 3. Geometrical meaning of the coefficients $\tau_{i,j}$.

\[
\tau_{1,3} \approx -\frac{h^2}{2} \frac{\partial^2 f(0, \frac{1}{2})}{\partial y^2}, \quad \tau_{2,3} \approx -\frac{h^2}{2} \frac{\partial^2 f(1, \frac{1}{2})}{\partial y^2}, \quad h = 1/2
\]

\[
\tau_{3,1} \approx -\frac{h^2}{2} \frac{\partial^2 f(\frac{1}{2}, 0)}{\partial x^2}, \quad \tau_{2,3} \approx -\frac{h^2}{2} \frac{\partial^2 f(\frac{1}{2}, 1)}{\partial x^2},
\]

\[
\tau'_{3,3} \approx -\frac{h^2}{4} \left( \frac{\partial^2 f(\frac{1}{2}, \frac{1}{2})}{\partial x^2} + \frac{\partial^2 f(\frac{1}{2}, \frac{1}{2})}{\partial y^2} \right)
\]

\[
\tau_{3,3} \approx \frac{h^2}{4} \left( \frac{\partial^2 f(\frac{1}{2}, 0)}{\partial x^2} + \frac{\partial^2 f(\frac{1}{2}, 1)}{\partial x^2} + \frac{\partial^2 f(\frac{1}{2}, 0)}{\partial y^2} + \frac{\partial^2 f(\frac{1}{2}, 1)}{\partial y^2} - \frac{\partial^2 f(\frac{1}{2}, \frac{1}{2})}{\partial x^2} - \frac{\partial^2 f(\frac{1}{2}, \frac{1}{2})}{\partial y^2} \right)
\]

Therefore, if $f(x, y)$ is a planar function ($f(x, y) = ax + by + c$) on the region $[0, 1] \times [1, 0]$, the coefficients $\tau_{1,3}, \tau_{2,3}, \tau_{3,1}, \tau_{3,2}, \tau_{3,3}$ will be zero.
3. TWO-DIMENSIONAL MULTISCALE BASIS AND FORMULA FOR APPROXIMATE FUNCTIONS BASED ON A MULTISCALE TECHNIQUE

As we know, the multiscale basis functions in AMMM are based on the use of uniform grid and triangular basis functions. They can be obtained from the triangular basis by use of a full-rank matrix transformation, that is,

$$
\Psi_{N,V}^{N,V}(x) = T(N,V)\Phi_{\Delta}^{1+2^VN}(x)
$$

where $\Phi_{\Delta}^{1+2^VN}(x) = (\phi_1(x), \cdots, \phi_{1+2^VN}(x))^T$ is the uniform triangular basis. $\Psi_{N,V}^{N,V}(x) = (\psi_1(x), \cdots, \psi_{1+2^VN}(x))^T$ is the multiscale basis functions. $N$ is the number of the initial division of the interval. $V$ is the number of the largest scale, and the arc is divided $1 + 2^VN$ into points. $T(N,V)$ is a full-rank matrix. The coefficient vector $F_M$ of $f(x)$ on the multiscale basis and coefficient vector $F_{\Delta}$ of $f(x)$ on the uniform triangular basis have the following relationship:

$$
F_{\Delta} = T'(N,V)F_M
$$

That means the coefficient vector $F_{\Delta}$ can be obtained from the coefficient vector $F_M$ through a matrix transformation and vice versa. For the two-dimensional case, the basis functions can be constructed by tensor product.

Suppose the multiscale basis function and triangular basis function for the x-directed component are $\Psi_{\Pi}^{N,V}(x) = (\psi_1(x), \cdots, \psi_{1+2^VN}(x))^T$, $\Phi_{\Pi}^{N,V}(x) = (\phi_1(x), \cdots, \phi_{1+2^VN}(x))^T$ respectively. The multiscale basis function and triangular basis function for y-directed component of the solution are $\Psi_{\Pi}^{M,V}(y) = (\psi_1(y), \cdots, \psi_{1+2^VM}(y))^T$, $\Phi_{\Pi}^{M,V}(y) = (\phi_1(y), \cdots, \phi_{1+2^VM}(y))^T$, respectively. The basis functions in two-dimension can be written in the form of a tensor product:

For triangular form

$$
\Phi_{\Delta}^{1+2^VN}(x) \otimes \Phi_{\Delta}^{1+2^VM}(y) = 
\begin{pmatrix}
\phi_1(x) \\
\vdots \\
\phi_{1+2^VN}(x)
\end{pmatrix}
\begin{pmatrix}
\phi_1(y) & \cdots & \phi_{1+2^VM}(y)
\end{pmatrix}
$$

For multiscale form

$$
\Psi_{\Pi}^{N,V}(x) \otimes \Psi_{\Pi}^{M,V}(y) = 
\begin{pmatrix}
\psi_1(x) \\
\vdots \\
\psi_{1+2^VN}(x)
\end{pmatrix}
\begin{pmatrix}
\psi_1(y) & \cdots & \psi_{1+2^VM}(y)
\end{pmatrix}
$$
The relation between multiscale basis and the triangular basis is

\[
\Psi_{\Pi}^{N,V}(x) \otimes \Psi_{\Pi}^{M,V}(y) = T(N, V) \begin{pmatrix}
\phi_1(x) \\
\vdots \\
\phi_{1+2^V N}(x)
\end{pmatrix}
(\phi_1(y) \cdots \phi_{1+2^V M}(y)) T'(M, V)
\]

\[
\Psi_{\Pi}^{N,V}(x) \otimes \Psi_{\Pi}^{M,V}(y) = T(N, V) \Phi_{\Delta}^{1+2^V N}(x) \otimes \Phi_{\Delta}^{1+2^V M}(y) T'(M, V)
\]

(6)

The function \( f(x, y) \) can be expressed by the basis functions in the following form

\[
f(x, y) = \sum_{i,j} f_{i,j}^\Delta \phi_i(x) \phi_j(y) = \left( \Phi_{\Delta}^{1+2^V N}(x) \right)' F^\Delta \Phi_{\Delta}^{1+2^V M}(y)
\]

\[
= \sum_{i,j} f_{i,j}^\Pi \psi_i(x) \psi_j(y) = \left( \Psi_{\Pi}^{N,V}(x) \right)' F^\Pi \Psi_{\Pi}^{M,V}(y)
\]

(7)

\( F^\Pi \) and \( F^\Delta \) have the following relationship:

\[
F^\Pi = T'(N, V) F^\Delta T(M, V)
\]

(8)

The approximate function of \( f(x, y) \) on the two-dimensional triangular basis functions can be represented by

\[
f_{\text{approx}}(x, y) = (\phi_1(x), \cdots, \phi_{1+2^V N}(x))
\]

\[
\begin{pmatrix}
f(x_1, y_1) & \cdots & f(x_1, y_1+2^V M) \\
\vdots & \ddots & \vdots \\
f(x_1+2^V N, y_1) & \cdots & f(x_1+2^V N, y_1+2^V M)
\end{pmatrix}
\begin{pmatrix}
\phi_1(y) \\
\vdots \\
\phi_{1+2^V M}(y)
\end{pmatrix}
\]

The approximate function of \( f(x, y) \) can be represented by multiscale basis

\[
f_{\text{approx}}(x, y) = \left( \Psi_{\Pi}^{N,V}(x) \right)' T'(N, V)
\]

\[
\begin{pmatrix}
f(x_1, y_1) & \cdots & f(x_1, y_1+2^V M) \\
\vdots & \ddots & \vdots \\
f(x_1+2^V N, y_1) & \cdots & f(x_1+2^V N, y_1+2^V M)
\end{pmatrix} T(M, V) \Psi_{\Pi}^{M,V}(y)
\]
The image of the function $f(x, y)$ on the two-dimensional triangular basis functions is the following matrix

$$
\begin{pmatrix}
  f(x_1, y_1) & \cdots & f(x_1, y_1 + 2v_M) \\
  \vdots & \ddots & \vdots \\
  f(x_1 + 2v_N, y_1) & \cdots & f(x_1 + 2v_N, y_1 + 2v_M)
\end{pmatrix} =
\begin{pmatrix}
  f_1,1 & \cdots & f_1,1+2v_M \\
  \vdots & \ddots & \vdots \\
  f_{1+2v_N,1} & \cdots & f_{1+2v_N,1+2v_M}
\end{pmatrix}
$$

(9)

The image of $f(x, y)$ on the two-dimensional multiscale basis is the following matrix

$$
\begin{pmatrix}
  f_{1,1}^H & \cdots & f_{1,1+2v_M}^H \\
  \vdots & \ddots & \vdots \\
  f_{1+2v_N,1}^H & \cdots & f_{1+2v_N,1+2v_M}^H
\end{pmatrix} = T'(N, V) \begin{pmatrix}
  f(x_1, y_1) & \cdots & f(x_1, y_1 + 2v_M) \\
  \vdots & \ddots & \vdots \\
  f(x_1 + 2v_N, y_1) & \cdots & f(x_1 + 2v_N, y_1 + 2v_M)
\end{pmatrix} T(M, V)
$$

(10)

After filtering of some relatively small elements, we can get the new image

$$
\begin{pmatrix}
  f_{1,1}^C & \cdots & f_{1,1+2v_N}^C \\
  \vdots & \ddots & \vdots \\
  f_{1+2v_N,1}^C & \cdots & f_{1+2v_N,1+2v_N}^C
\end{pmatrix}
$$

where

$$
f_{i,j}^C = \begin{cases} 
  f_{i,j}^H & \text{if } |f_{i,j}^H| > \epsilon \\
  0 & \text{if } |f_{i,j}^H| \leq \epsilon
\end{cases}
$$

The approximate function of $f(x, y)$ can be obtained after filtering some relatively small elements as

$$
f_{\text{approx}}^C(x, y) = \left(\Psi_{H}^{N,V}(x)\right)^T \begin{pmatrix}
  f_{1,1}^C & \cdots & f_{1,1+2v_M}^C \\
  \vdots & \ddots & \vdots \\
  f_{1+2v_N,1}^C & \cdots & f_{1+2v_N,1+2v_M}^C
\end{pmatrix} \Psi_{H}^{M,V}(y)
$$

(11)
Compression ratio is defined as the number of elements \( f_{i,j}^C \) which is zero over the total number of elements \((1+2^V N)^2\). The average error and the maximum error between \(\{f_{\text{approx}}(x_i, y_j)\}\) and \(\{f_{\text{approx}}^C(x_i, y_j)\}\) are defined as follows:

\[
AverErr(N, V) = \sqrt{\frac{\sum_i \sum_j (f_{\text{approx}}(x_i, y_j) - f_{\text{approx}}^C(x_i, y_j))^2}{\sum_i \sum_j (f_{\text{approx}}(x_i, y_j))^2}}
\]

\[
MaxErr(N, V) = \max \left| f_{\text{approx}}(x_i, y_j) - f_{\text{approx}}^C(x_i, y_j) \right|
\]

In the following, we give some examples of two-dimensional functions \(f(x, y)\) and the compressed image \(F^H\) using the multiscale basis.

**Example one:** The original function \(f(x, y) = (10\pi x + 1)(\cos 20\pi y) + 1\). Suppose the threshold is \(\epsilon = 0.01\). The largest scale is \(V = 4\). The initial division of the interval is \(N = M = 16\). Total number of the elements is 66049. The original image \(\{f_{i,j}\}\) of the function \(f(x, y)\) and the image of \(\{f_{i,j}^C\}\) are plotted in Fig. 4(a) and Fig. 4(b), respectively. The number of zero and non-zero elements of \(\{f_{i,j}^C\}\) is 61756 and 4293, respectively.

**Example two:** The original function \(f(x, y) = \sin(10\pi(x - 0.5)^2 + 20\pi(y - 0.5)^2) + 1\). Suppose the threshold is \(\epsilon = 0.01\). The largest scale is \(V = 4\). The initial division of the interval is \(N = M = 16\). The original image \(\{f_{i,j}\}\) of the function \(f(x, y)\) and the image of \(\{f_{i,j}^C\}\) are plotted in Fig. 5(a) and Fig. 5(b), respectively. The number of zero and non-zero elements of \(\{f_{i,j}^C\}\) is 62152 and 3897, respectively.

**Example three:** The original function \(f(x, y)\) is defined as follows:

\[
f(x, y) = \begin{cases} 
20 \left( (x - 0.5)^2 + (y - 0.5)^2 \right) & (x - 0.5)^2 + (y - 0.5)^2 \leq 0.3^2 \\
3x - 2y + 1 & (x - 0.5)^2 + (y - 0.5)^2 > 0.3^2
\end{cases}
\]

Suppose the threshold is \(\epsilon = 0.01\). The largest scale is \(V = 4\). The initial division of the interval is \(N = M = 16\). The original image \(\{f_{i,j}\}\) of the function \(f(x, y)\) and the image of \(\{f_{i,j}^C\}\) are plotted in Fig. 6(a) and Fig. 6(b), respectively. The number of zero and non-zero elements of \(\{f_{i,j}^C\}\) is 65124 and 925, respectively.
Figure 4(a-b). The image of the original function $f(x, y)$ and the function $f_{\text{approx}}(x, y)$ on the two-dimensional multiscale basis.

Figure 5(a-b). The image of the original function $f(x, y)$ and the function $f_{\text{approx}}(x, y)$ on the two-dimensional multiscale basis.
4. A MULTISCALE MOMENT METHOD FOR SOLVING 2D FREDHOLM INTEGRAL EQUATION OF THE FIRST KIND

For simplicity, we consider the following Fredholm integral equation in two dimension

$$\int_0^1 dy' \int_0^1 k(x, y; x', y') f(x', y') dx' = g(x, y) \quad (x, y) \in [0, 1] \times [1, 0]$$

(12)

we choose the triangular basis functions on the uniform grid with the node \( \{ x_m = y_m = mh, m = 0, 1, 2, \ldots, 2^V N, h = \frac{1}{2^V N} \} \) for \( x \) and \( y \) axis. Suppose the unknown function \( f(x, y) \) be represented by

$$f(x, y) = \sum_{i=0}^{1+2^V N} \sum_{j=0}^{1+2^V N} f(x_i, y_j) \phi_i(x) \phi_j(y) = \Phi_\Delta F_\Delta$$

(13)

where

$$F_\Delta = (f(x_0, y_0), \ldots, f(x_{1+2^V N}, y_0), \ldots, f(x_0, y_{1+2^V N}), \ldots, f(x_{1+2^V N}, y_{1+2^V N}))'$$
Discritizing the integral equation by use of the point-matching method and triangular basis functions in two dimensions, we obtain the following matrix equation

$$A_\Delta F_\Delta = G_\Delta$$

(14)

where

$$G_\Delta = (g(x_0, y_0), \ldots, g(x_{1+2^rN}, y_0), \ldots)$$

$$A_\Delta = (a_{i,j})_{(1+2^rN)^2 \times (1+2^rN)^2}$$

$$a_{0,0} = \iint K(x_0, y_0, x', y') \phi_0(x') \phi_0(y') \, dx' \, dy'$$

$$a_{0,1} = \iint K(x_0, y_0, x', y') \phi_1(x') \phi_0(y') \, dx' \, dy'$$

$$a_{0,1+2^rN} = \iint K(x_0, y_0, x', y') \phi_{1+2^rN}(x') \phi_0(y') \, dx' \, dy'$$

$$a_{0,(1+2^rN) \times (1+2^rN)}$$

$$= \iint K(x_0, y_0, x', y') \phi_{1+2^rN}(x') \phi_{1+2^rN}(y') \, dx' \, dy'$$

$$a_{1,0} = \iint K(x_1, y_0, x', y') \phi_0(x') \phi_0(y') \, dx' \, dy'$$

$$a_{1,1} = \iint K(x_1, y_0, x', y') \phi_1(x') \phi_0(y') \, dx' \, dy'$$

$$a_{1,1+2^rN} = \iint K(x_1, y_0, x', y') \phi_{1+2^rN}(x') \phi_0(y') \, dx' \, dy'$$

$$a_{1,(1+2^rN) \times (1+2^rN)}$$

$$= \iint K(x_1, y_0, x', y') \phi_{1+2^rN}(x') \phi_{1+2^rN}(y') \, dx' \, dy'$$

$$a_{1+2^rN,0} = \iint K(x_{1+2^rN}, y_0, x', y') \phi_0(x') \phi_0(y') \, dx' \, dy'$$

$$a_{1+2^rN,1} = \iint K(x_{1+2^rN}, y_0, x', y') \phi_1(x') \phi_0(y') \, dx' \, dy'$$

$$a_{1+2^rN,1+2^rN}$$

$$= \iint K(x_{1+2^rN}, y_0, x', y') \phi_{1+2^rN}(x') \phi_0(y') \, dx' \, dy'$$
Now, we consider the form of the above matrix equation in the two-dimensional multiscale basis. Suppose the two-dimensional triangular basis $\Phi_\Delta(x, y)$ be arranged as follows:

$$
\Phi_\Delta(x, y) = \begin{pmatrix}
\phi_1(y)\phi_1(x) \\
\vdots \\
\phi_1(y)\phi_{1+2^N}(x) \\
\vdots \\
\phi_{1+2^N}(y)\phi_1(x) \\
\vdots \\
\phi_{1+2^N}(y)\phi_{1+2^N}(x)
\end{pmatrix}
$$

and the two-dimensional multiscale basis $\Psi_\Pi(x, y)$ be arranged as fol-
lows

\[
\vec{\Psi}_v \equiv \left( \vec{\Psi}_0(y) \otimes \vec{\Psi}_0(x), \vec{\Psi}_1(y) \otimes \vec{\Psi}_1(x), \vec{\Psi}_1(y) \otimes \vec{\Psi}_0(x), \vec{\Psi}_2(y) \otimes \vec{\Psi}_2(x), \vec{\Psi}_2(y) \otimes \vec{\Psi}_1(x), \vec{\Psi}_2(y) \otimes \vec{\Psi}_0(x), \ldots, \vec{\Psi}_V(y) \otimes \vec{\Psi}_V(x), \vec{\Psi}_V(y) \otimes \vec{\Psi}_1(x), \vec{\Psi}_V(y) \otimes \vec{\Psi}_0(x), \vec{\Psi}_V(y) \otimes \vec{\Psi}_V(x), \vec{\Psi}_V(y) \otimes \vec{\Psi}_2(x), \ldots, \right)^T
\]

where \( \vec{\Psi}_v(x) \) and \( \vec{\Psi}_v(y) \) is the basis functions on \( v \)th scale along the \( x \) axis and \( y \) axis, respectively.

Therefore, from 0-scale to 5-scale, the number of multiscale basis functions is \((1 + N)^2, 3N^2 + 2N, 12N^2 + 4N, 48N^2 + 8N, 192N^2 + 16N, 768N^2 + 32N\) respectively.

From equation (6), we can evaluate the transformation matrix \( W(N,V) \) from the basis functions \( \vec{\Phi}_\Delta(x,y) \) to the multiscale basis function in two dimension \( \vec{\Psi}_v(x,y) \), that is

\[
\vec{\Psi}_v(x,y) = W(N,V)\vec{\Phi}_\Delta(x,y)
\]

The matrix equation (13) can be written in the form of the multiscale basis

\[
A_M F_M = G_M
\]

where \( F_\Delta = W'(N,V)F_M \), \( G_M = W(N,V)G_\Delta \), \( A_M = W(N,V)A_\Delta \)

\( W'(N,V) \). The coefficient matrix \( A_M \), the unknown \( F_M \) and the array \( F_M \) are arranged as the scaled-block form. (see Fig. 7)

This scaled-block form in two-dimensional integral equation is similar to the scaled-block form in one-dimensional case. The only different place is that the size of the block matrix of the next scale is not the same as of the matrix of the previous scale.

5. AN ADAPTIVE ALGORITHM OF MULTISCALE MOMENT METHOD

In the discussion of the Section (3), it is shown that if the solution function \( f(x,y) \) of the integral equation is linear in some region, many of the coefficients \( \{ f_{\Pi}^\Pi \} \) (that is, \( \{ F^M(v) \} \)) will be zero. So we can
reduce the size of the linear equation in the moment method. For 
\((v+1)\) th scale, the size of the linear equation formed by the moment
method will be reduced according to the solution \(\{F^M(0), F^M(1), \ldots, F^M(v)\}\) of the previous scale and the predicted initial guess \(\{F^M(v+1)\}\), as some of them approach zero. This method is called as the adap-
tive multiscale moment method. The scheme of the adaptive multiscale
moment method to solve the two- dimensional Fredholm integral equa-
tion of the first kind from the \((v)\) th scale to the \((v+1)\) th scale is
given as follows:

Step 1: start with the original solution \(\{F_\Delta(v)\}\) on the coarse grid by
the use of the following formula

\[
F_\Delta = T'(N,v) \begin{pmatrix}
F_M(0) \\
F_M(1) \\
\vdots \\
F_M(v)
\end{pmatrix}
\]

Step 2: estimate the solution \(\{F_\Delta(v+1)\}\) on the thinner grid by use
of the two-dimensional interpolant formula, such as a tensor product
spline interpolant.

Step 3: get the initial guess for the solution \(\{F^M(0), F^M(1), \ldots, F^M(v)\}\)
on the thinner grid by use of the following formula

$$
\begin{pmatrix}
\hat{F}_M(0) \\
\hat{F}_M(1) \\
\vdots \\
\hat{F}_M(v+1)
\end{pmatrix} = \left( T'(N, v + 1) \right)^{-1} F_\Delta(v + 1)
$$

Step 4: If the elements of \( \{ \hat{F}_M(k) \} \) \( k = 1, 2, 3, \ldots, v + 1 \) are less than \( \epsilon \) (the given threshold parameter), we set these elements to zero and delete the corresponding row and column of the coefficient matrix \( A_M \) and the corresponding left element of the array \( F_M \) on the \( (v + 1) \) th scale. Then after reducing the size of the original linear equation, the modified linear equation and the initial guess are obtained.

Step 5: solve the modified linear equation by use of the iterative method or LU method. Adding these elements which are set to be zero in Step 4, the solution \( \{ F^M(0), F^M(1), \ldots, F^M(v) \} \) on the multiscale triangular basis along the thinner grid are obtained. Using the step one, we can obtain the original solution on the sparse grid. This procedure continue until the largest scale is reached.

In the numerical computation of interpolation to estimate the coefficients, we adopt the tensor product spline interpolant. The tensor product spline interpolant function to data \( \{ f(x_i, y_j) \} \), where \( \{ 1 \leq i \leq N_x \} \) and \( \{ 1 \leq j \leq N_y \} \), has the form

$$
\sum_{m=1}^{N_y} \sum_{n=1}^{N_x} c_{nm} B_{n,k_x,t_x}(x) B_{m,k_y,t_y}(y)
$$

where \( B_{i,k,t}(s) \) is \( v \)-th (normalized) B-spline of order \( k \) for the knot sequence \( t \). The coefficients \( c_{n,m} \) are necessary to solve the system of equations

$$
\sum_{m=1}^{N_y} \sum_{n=1}^{N_x} c_{nm} B_{n,k_x,t_x}(x_i) B_{m,k_y,t_y}(y_j) = f(x_i, y_j)
$$

\( \{ 1 \leq i \leq N_x, 1 \leq j \leq N_y \} \)

This problem can be computed quite efficiently by repeatedly solving two univariate interpolation problems as described in de Boor [21] (1978, p.347).
Some notes:
(1) This new method is different from the method used to the 2-D integral equations by use of the multilevel moment method. There are four differences between the multilevel moment method and the adaptive multiscale moment method (abbreviated as AMMM). First, both of the methods are different in order to form the matrix of the linear equation. For the multilevel moment method, the matrix needs to be computed for all of levels. For AMMM, the new matrix needs to be computed once and it is desired to increase the scale. Second, although the initial guess of adding terms is determined by interpolating method, the meaning of the data are different. For the multilevel moment method, the estimated initial guesses are the approximated value of the solution $f(x,y)$ on the fine level. For AMMM, the estimated initial guesses are the value relate to the function $f''_{xx}(x,y)$, $f''_{yy}(x,y)$ and the scale $V$. If the solution function is almost linear, most of unknowns coefficients will be zero, which can help us to omit these terms and reduce the size of the linear equation. Third, from the coarse grid to the fine grid, all of the basis functions need to be constructed again for the multilevel moment method. For AMMM, the basis functions on the newly added nodes need to be constructed, which are the same as the basis functions of the multilevel moment method. Fourth, the multilevel moment method can not reduce the size of the linear equation. For different levels, there are the fixed order number of linear equations no matter how the solution function is. For AMMM, the size of the linear equation can be reduced according to the characteristics of the solution function and the suitable threshold. So the new method is an adaptive algorithm. If the threshold is taken to be zero, the size of the linear equation will not be reduced.

(2) The AMMM is almost like the wavelet method for solving the Fredholm equation. But there are also some differences between the two methods. For the wavelet moment method, the basis functions are constructed by shifted and dilated forms of the mother wavelet, which has vanishing moment properties. Many of the matrix elements are very small compared to the largest elements and can be dropped without significantly affecting the solution. The matrix is rendered sparsely populated. So it can improve computational efficiency. But it is difficult (almost impossible) to solve the integral equation over an arbitrary domain in two or three dimensions by use of the wavelet moment method because it is difficult to find the wavelet on an arbitrary
domain.

For 2-D AMMM, the basis functions are also constructed by a tensor product of 1-D multiscale triangular basis which is shifted and dilated forms of a function which has no vanishing moment properties. The matrix formed by the moment method on the different scales will not be sparse. 2-D AMMM can improve the computational efficiency from reducing the size of the linear equation on the basis of the characteristics of the solution function.

(3) From the formula (16), it is seen that 2-D AMMM is very similar to 1-D AMMM. The only difference is that the transformation matrices are constructed in different ways. So 2-D AMMM is the extended version of 1-D AMMM.

6. NUMERICAL RESULTS

In order to test the feasibility of the adaptive multiscale moment method for solving two-dimensional Fredholm integral equation of the first kind, two kinds of kernel functions of the integral are considered. All of numerical simulations have been performed on DELL OptiPlex Gxi 166 MHz personal computer in a multi-tasking environment. The basic method of solving the linear equation is chosen as the Gauss method.

Example one: consider the following kernel function

\[ k(x, y, x', y') = -\ln \sqrt{(x - x')^2 + (y - y')^2} \]

The region \([0, 1] \times [0, 1]\) is uniformly subdivided into \(N = N_x \times N_y = 33 \times 33\). The source function \(g(x, y) = 1\). The error between the solution functions \(f_\Delta(x_i, y_i)\) and \(f_\Pi(x_i, y_i)\) by use of the conventional moment method and the adaptive multiscale moment method is defined as

\[ Err(f_\Delta, f_\Pi) = \sqrt{\frac{\sum_i \sum_j (f_\Delta(x_i, y_j) - f_\Pi(x_i, y_j))^2}{\sum_i \sum_j (f_\Delta(x_i, y_j))^2}} \]

For the different thresholds, the actual size and the condition number of the linear equation on the largest scale \(J = 3\), the error \(Err(f_\Delta, f_\Pi)\) and the CPU time are given in TABLE (1).
where CPU time is the time required to solve the linear equation by use of the conventional moment method or the adaptive multiscale moment method. This does not include the time spent to compute the coefficient matrix and the source term. CN is the condition number.

The solution functions \( f_{\Delta}(x_i, y_j) \) and \( f_{\Pi}(x_i, y_j) \) for the different threshold on the largest scale \( V = 3 \) are plotted in Fig. 8.

From the computed results, it is shown that the AMMM can reproduce well the singularity of the function at the four corners although it can reduce about 38\%, 72\%, 93\% the size of the linear equation for different thresholds, respectively.

**Example two:** consider the same kernel function as in example one. The solution is defined as

\[
f(x,y) = \begin{cases} 
20 \left( (x - 0.5)^2 + (y - 0.5)^2 \right) & (x - 0.5)^2 + (y - 0.5)^2 \leq 0.3^2 \\
3x - 2y + 1 & (x - 0.5)^2 + (y - 0.5)^2 > 0.3^2 
\end{cases}
\]

The number of the totally uniform division on \([0,1] \times [0,1]\) is \( N = N_x \times N_y = 65 \times 65 \). Total number of unknowns are 4225.

For the different scales, the actual size and the condition number of the linear equation of the threshold parameter \( \epsilon = 0.01 \), the error \( Err(f_{\Delta}, f_{\Pi}) \) and CPU time are given in TABLE (2).

<table>
<thead>
<tr>
<th>size V</th>
<th>size</th>
<th>CN</th>
<th>Err</th>
<th>CPU (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (MM)</td>
<td>4225</td>
<td>24490</td>
<td>0</td>
<td>4456.98</td>
</tr>
<tr>
<td>1</td>
<td>2086</td>
<td>177237</td>
<td>0.015867</td>
<td>710.29</td>
</tr>
<tr>
<td>2</td>
<td>1377</td>
<td>416272</td>
<td>0.029397</td>
<td>425.73</td>
</tr>
<tr>
<td>3</td>
<td>1235</td>
<td>2329504</td>
<td>0.045076</td>
<td>455.88</td>
</tr>
<tr>
<td>4</td>
<td>1351</td>
<td>15130424</td>
<td>0.051114</td>
<td>606.82</td>
</tr>
</tbody>
</table>

**Table 2.** Error and CPU time for example two.
The solution functions $f_{\Delta}(x, y)$ and $f_{\Pi}(x, y)$ for the different thresholds on the 3-th scale.

The solution functions $f_{\Delta}(x, y)$ and $f_{\Pi}(x, y)$ from 1-th to 4-th level of decimation for the threshold $\epsilon = 0.01$ are plotted in Fig. 9.

From the computed results, it is shown that the 2-D AMMM can reproduce well the discontinuity of the function near the circle $(x - 0.5)^2 + (y - 0.5)^2 = 0.3^2$ although it can reduce about 51%, 67%, 71%, 68% the size of the system of linear equations for the different levels of decimations.

**Example three:** consider the following kernel function

$$k(x, y, x', y') = \frac{1}{\sqrt{(x - x')^2 + (y - y')^2}}$$

The region $[0, 1] \times [0, 1]$ is uniformly subdivided into $N = N_x \times N_y = 33 \times 33$. The exact solution is $f(x, y) = 1 + (x - \frac{1}{2})x(y + \frac{1}{2})\cos(\frac{\pi}{2}y) - y(1 - y)$. 

---

**Figure 8.** The solution functions of $f_{\Delta}(x, y)$ and $f_{\Pi}(x, y)$ for the different thresholds on the 3-th scale.
Table 3. Error and CPU time for example three.

<table>
<thead>
<tr>
<th>threshold</th>
<th>size</th>
<th>CN</th>
<th>Err</th>
<th>CPU (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MM</td>
<td>1089</td>
<td>138</td>
<td>0</td>
<td>56.19</td>
</tr>
<tr>
<td>0.0</td>
<td>1089</td>
<td>248837</td>
<td>1.766E-5</td>
<td>79.48</td>
</tr>
<tr>
<td>0.001</td>
<td>384</td>
<td>17295</td>
<td>4.289E-4</td>
<td>34.71</td>
</tr>
<tr>
<td>0.01</td>
<td>282</td>
<td>9927</td>
<td>5.605E-4</td>
<td>26.49</td>
</tr>
<tr>
<td>0.1</td>
<td>147</td>
<td>6588</td>
<td>7.441E-3</td>
<td>25.05</td>
</tr>
</tbody>
</table>

For the different thresholds, the actual size and the condition number of the linear equation on the largest scale $J = 3$, the error $Err(f_\Delta, f_\Pi)$ and the CPU time are given in TABLE (3). CN represents the condition number.

When one dimensional AMMM is used to find the solution of the linear equation, for the different thresholds, the actual size and the condition number of the linear equation on the largest scale $J = 3$, the error $Err(f_\Delta, f_\Pi)$ and the CPU time are given in TABLE (4).

The solution $f_\Delta(x_i, y_j)$ and the solution $f_\Pi(x_i, y_j)$ for the different thresholds on the largest scale $V=3$ obtained through the 2-D AMMM and 1-D AMMM method are plotted in Fig. 10.

From these results, it is shown that 2-D AMMM method can reduce about 65%, 74%, 87% of the size of the linear equation for the different scales $V = 1, 2, 3$. And the solution $f_\Pi(x_i, y_j)$ approximates very well the original function $f_\Delta(x_i, y_j)$. However, although 1-D AMMM also can reduce about 6%, 75%, 87% of the size of the linear equation for the different scales $V = 1, 2, 3$, the solution $f_\Pi(x_i, y_j)$ are not approximated well of the original solution $f_\Delta(x_i, y_j)$. When the approximate solution $f_\Delta(x_i, y_j)$ is plotted in one dimension (see Fig. 11), We can see that the curve of the solution has many discontinuous points and large oscillations. Therefore, 1-D AMMM can not be efficiently used to solve the linear equation.
Figure 9. The solution functions $f_{\Delta}(x_i, y_j)$ and $f_{\Pi}(x_i, y_j)$ from 1-th to 4-th level decimation on the threshold $\epsilon = 0.01$. 
<table>
<thead>
<tr>
<th>threshold</th>
<th>size</th>
<th>CN</th>
<th>Err</th>
<th>CPU (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1089</td>
<td>5954</td>
<td>4.97E-5</td>
<td>76.57</td>
</tr>
<tr>
<td>0.001</td>
<td>1023</td>
<td>5600</td>
<td>9.306E-4</td>
<td>70.23</td>
</tr>
<tr>
<td>0.01</td>
<td>277</td>
<td>1915</td>
<td>9.513E-3</td>
<td>18.29</td>
</tr>
<tr>
<td>0.1</td>
<td>137</td>
<td>201</td>
<td>2.135E-2</td>
<td>15.55</td>
</tr>
</tbody>
</table>

**Table 4.** Error and CPU time for example three.

![Figure 10](image)

(a) original function  
(b) $f_\Pi(x, y)$ $\varepsilon=0.1$ 2-D AMMM  
(c) $f_\Pi(x, y)$ $\varepsilon=0.01$ 1-D AMMM  
(d) $f_\Pi(x, y)$ $\varepsilon=0.1$ 1-D AMMM

**Figure 10.** The original function $f_\Delta(x_i, y_j)$ and the solution $f_\Pi(x_i, y_j)$ obtained by 1-D and 2-D AMMM.
7. DISCUSSIONS

From the three examples of numerical simulations for solving the two-dimensional Fredholm integral equation of the first kind by two-dimensional adaptive multiscale moment moment, one can reach the following conclusions:

(1) It is seen that the greater is the number of multiscale, the poorer is the condition number of the linear equations. Because the condition number of the linear equation will be poor as the scale increases, the scale cannot be taken too large. The solution of the linear equation has large oscillations for the larger scales. From 1-scale to 5-scale, the number of unknown of the linear equations is almost 3, 12, 48, 192, 768 times the number of unknown on the 0-scale, respectively. In general, the largest scale should not be taken greater than 5.

(2) The size of linear equation constructed by the adaptive multiscale moment method at the $v$th scale can be reduced according to the solution of linear equation at the $(v-1)$th scale after some small unknowns are filtered out.

(3) The points of discontinuity in the solution can be obtained from the
solution of the linear equation, without getting blurred too much by the Gibb’s phenomenon associated with a Fourier series.

(4) If the solution of the integral equation is almost a linear function, the size of the linear equation can be reduced dramatically from the original size of the system of linear equations. This property shows that the method can save computation time and storage in order to find the numerical solution of the integral equation.

(5) The adaptive multiscale moment method can realize automatically the mesh-refinement procedure in the local regions on which the solution function is not smooth.

(6) 2-D AMMM is more efficient than 1-D AMMM when the 2-D integral equation is to be solved because the function can be approximated very well by the linear combination of two-dimensional triangular basis. Efforts in studying Fredholm integral equation for the arbitrary domains in two or three dimension by use of this new technique are under way.
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