COMPLEX RESONANT FREQUENCIES FOR THE IDENTIFICATION OF SIMPLE OBJECTS IN FREE SPACE AND LOSSY ENVIRONMENTS
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1. INTRODUCTION  
The concept of using electromagnetic signals to detect underground objects using ground-penetrating radar (GPR) has been around for decades. Studies concerned with the radiation and scattering problems of buried objects therefore form a significant subset of this concept [1, 2]. Scattering and radiation problems have been traditionally worked in the spectral domain, but in the time domain, the notion of complex natural frequencies arises. The Singularity Expansion Method (SEM) as formalized by Baum [3] is the method by which the transient response of the scattered field is cast in terms of a series of complex exponentials from which these complex resonances can be directly
extracted. It is to be noted that SEM does not directly provide the transient response, but rather is an alternative method of looking at the broadband time domain response of boundary value problems and as such is a procedure to be used in conjunction with an analysis procedure. Much attention has been directed toward understanding these complex resonances, as they can form the basis for determination of the target signature and ultimately target classification. The underlying advantage of using such complex resonances for identification is that they are theoretically (in free space) aspect orientation independent and that they form a minimal set of parameters by which the target can be identified thus assisting the classification problem. This means that it is the target shape rather than its orientation that determines the resonances [3] and that the information regarding the target shape is contained in the resonances. It should be noted that this approach is in contrast to methods that image the target directly, e.g., ISAR, and which then apply sophisticated pattern recognition techniques to determine the target. To date, most work has involved target classification in free space as this is of prime consideration to the defence and aerospace communities. For GPR applications, in general, the target resonances will be influenced by the properties of the soil and the air-ground interface. Whilst Baum’s transformation [2] will provide a first order correction for a target in a lossy homogeneous medium, the whole problem of determining complex resonances needs to be re-examined for the case of the buried target.

As a first step towards the buried target problem, we consider a free-space environment with a much simpler target of a thin wire and reconsider the methodology for producing the resonances required for identification algorithms. A number of papers have looked at the transient scattering from thin wires for precisely this purpose [4–9]. The direct method of obtaining the transient response for the target is either by measurement or by solving an integral equation in the time domain or by some other time domain based technique such as FDTD. Prony’s method or similar can then be used to extract the resonances [8, 9]. As an alternative to working in the time domain, the method of moments (MoM) [10], on the other hand, numerically approximates the operator (which depends only on the target characteristics) within which the complex resonances are embedded. One can directly extract the resonances by numerically complex root searching the determinant of the impedance matrix [1, 3, 6], however this is a laborious
and a demanding procedure. In this paper, we choose here instead to obtain the frequency-domain response via MoM and then inverse Fourier transform to the time-domain using the FFT. The resonances are then directly extracted using the generalized pencil-of-function (GPOF) method [11] which is far less noise sensitive and more efficient than Prony’s method. The main advantage of implementing a frequency-domain approach over a time domain approach in the initial step is that the system matrix in the frequency domain is independent of the excitation sources. This results in CPU time savings if the solution for various feeds or incident waves arriving from different directions is required. The procedures in this paper have been chosen so as to be easily applied to the problems of the radiation and scattering of buried bodies in the GPR context by using the frequency domain MoM formulations for layered media [12].

2. THEORETICAL BACKGROUND

The mixed potential electric field integral equation (MPIE) for the current and the charge density on a conducting body $S$ in a known incident field $E_i$ is obtained by applying the boundary condition $\mathbf{n} \times (\mathbf{E}_i + \mathbf{E}_s) = 0$ on $S$, where the scattered field $E_s$ is expressed in terms of the vector and scalar potentials. The frequency-domain MoM is then applied together with the current continuity equation and using suitable basis functions forms a matrix equation approximation to the MPIE. The unknowns are the induced complex current amplitudes on the perfectly conducting body. For the example of a thin-wire [10] we have:

\[ [Z][I] = [V], \]

(1)

where the matrix $[Z]$ is the approximation for the integral equation operator and is only dependent on the geometry and constitutive parameters of the problem. Vector $[I]$ is the unknown current distribution on the wire and vector $[V]$ is the excitation. The excitation $[V]$ will normally vary according to different excitations. For the antenna problem, the wire antenna is fed by a time-harmonic source at any point along the wire yielding

\[ [V] = [0, \cdots, V_i, \cdots, 0], \]

(2)

where $V_i$ is a unit excitation voltage (delta gap field) applied at $i^{th}$ segment on the thin wire. For the scattering problem, the conducting
wire is illuminated from any incidence angle \((\theta, \phi)\) by a plane wave, in this case the excitation becomes

\[
[V] = [E^i(1) \cdot \Delta l_1, E^i(2) \cdot \Delta l_2, \cdots, E^i(n) \cdot \Delta l_n],
\]

where \(E^i\) is the incident field of the plane wave and \(\Delta l_i\) is the segment length. The impedance matrix \([Z]\) remains unchanged however for both problems. Normally MoM is applied for the time harmonic (single frequency) case. But, if the excitation source is a transient signal, it will contain many frequencies. Its spectrum can be analysed by the FFT. Therefore, spectral weighting is needed before we apply the inverse FFT, to obtain the final time domain response. To extract parameters for target identification proposes [13–16], we choose the complex natural resonance model and express the time-domain signal in SEM representation as:

\[
h(t) = \sum_{j=1}^{\infty} R_j e^{S_j t} + \phi(t)
\]

where \(\phi(t)\) is the entire function, \(S_j\) and \(R_j\) are the poles and residues, respectively. A simple model, which ignores both the ‘tail’ of the infinite complex exponential series and the contribution of the entire function, is used to represent the late-time response purely in terms of a sum of damped exponentials, each characterized by a complex frequency. The main advantages of this model are that the natural resonances are invariant with target aspect angle and polarization and only a limited number \((O(10^2))\) of identification parameters are needed in a library setup categorizing each scatterer. The GPOF method is then employed to extract the poles and residues from the windowed data of time domain response. Generally, we sample in the late time portion and the number of points to be sampled depends on the numbers of the poles to be extracted. However, we should note that the transient response can only be reproduced starting from the first sampling point. Therefore, if we sample from late time, we can only reproduce the late time signal, which contains the signature of the target. The poles and residues are used to reproduce the time-domain response by:

\[
f((n-1)\Delta t) = \sum_{m=1}^{N} c_m e^{s_m (n-1)\Delta t},
\]
where \( f((n-1)\Delta t) \) is the transient response at a discrete point of time, \( C_m \) are the complex amplitudes or residues, and \( s_m = \sigma_m + j\omega_m \) are the poles, here \( \sigma_m \) are the damping factors and \( \omega_m \) are the resonant frequencies. It should be mentioned that this is a closed-form expression of the time domain response by the targets natural resonances. Normally, Prony’s or the GPOF methods suffer from spurious poles, however, spurious poles can be distinguished from the real poles by the damping factor and the magnitude of pole coefficient [17]. The complex resonant frequencies can be stored in a library for each object and a neural network technique [13,14] can then be used for the classification of targets.

The application of this method to the problems of radiation of buried bodies is conceptually straightforward but difficult. Layered media Green’s functions for both horizontal and vertical electric current sources need to be incorporated. If the object is 3-dimensional, magnetic sources and their corresponding Green’s functions are also required for establishing equivalent surface currents. We have chosen the case of a conducting strip on the interface of a lossy halfspace to illustrate the concept. The MPIE incorporates with rooftop basis functions and Galerkin’s procedure is used [18]. The Greens functions for a lossy halfspace involved in the MPIE are calculated by an easier way which do not directly follow the formulations for a halfspace, that is more difficult to be computed numerically because of two branch cuts [12]. In this case we have chosen to approximate the Green’s functions for the two halfspace problem by selecting a large substrate thickness with a highly lossy dielectric constant, effectively ignoring the ground plane. The vector and scalar Greens functions for a lossy halfspace are calculated by the complex image method using the robust two-level approximation [19]. The results of this technique are in excellent agreement in the interested frequency range compared with those computed by the exact Sommerfeld integral [18]. It should be noted that the technique will only work when the dielectric constant is sufficiently lossy. After the frequency domain induced current is obtained, the frequency domain scattered field can be calculated by an asymptotic expansion [20]. The determination of the time domain response of the scattered field and complex resonant frequencies is similar to procedures for free space as described above.
Figure 1. Real and imaginary parts of the spectrum of a Gaussian pulse.

Figure 2. Real and imaginary part of the induced current at the center of a 1m straight wire antenna.
3. NUMERICAL SIMULATION

To test the approach discussed above, we first consider a 1m dipole antenna with a half length-to-radius ratio of 100. The excitation source is a Gaussian pulse applied across the two center segments of the antenna. The time variation of the Gaussian pulse is taken as $\exp(-a^2(t - t_{max})^2)$, where the Gaussian spread parameter $a$ is equal to $5 \times 10^9 s^{-1}$, a time step $\Delta t$ of $5.556 \times 10^{-11} s$ is chosen and $t_{max}$ is $10 \times \Delta t$. The same 1m dipole was first analyzed by Mittra [8] by first using a time domain formulation and then transforming to the frequency domain. This is the reverse process of what is being used here. Although the time domain response was clean, break-up of the spectrum due to numerical instabilities was noticed for the high end of the frequency response. Here the problem is first solved in the spectral domain, using MoM and then transformed to the time domain. The spectrum of the input Gaussian pulse obtained by FFT with 512 sampling points is shown in Fig. 1. It is observed that the Gaussian pulse contains frequencies up to about 4GHz. The induced current at the center of the antenna is then calculated by MoM at each frequency step up to 4GHz and the numerical results are shown in Fig. 2. Since we are using MoM, we expect no numerical instabilities that occurred in

Figure 3. Transient response of the induced current of the 1m straight wire antenna fed by the Gaussian pulse.
the time stepping procedure of [8]. It should be also noted that there is little difference in choosing the primary parameter from which the resonances are extracted. Here we have used the current, however the far field would have been just as suitable and would normally be the measured parameter in a GPR context. Both variables contain similar information about the complex resonances. The frequency response is then inverse Fourier transformed back into the time domain and is shown in Fig. 3. This compares well to the data of [8]. To extract 40 poles and the corresponding residues from the time domain response, 84 samples are actually used which are taken from the first 168 samples (thus including the early time response) at every second time step. This forms the input into the GPOF algorithm, which on output produces the pole pattern of Fig. 4, where the x-axis is the damping factor (Np/ns) and the y-axis is the resonant frequencies (GHz). Only the poles located in the second quadrant of the complex frequency plane are shown, as it can be demonstrated that the poles are simple and only appear in conjugate pairs or lie on the negative real axis [3]. We now consider reconstituting the transient response by using only the poles and residues information extracted from the MPOF algorithm. In the S-plane the poles are actually located in layers [4], with only the first few poles in the first layer (that closest to the imaginary axis) making the more significant contributions to the transient response. First, we observe from Fig. 4 that most of the poles produced by the algorithm are the dominant poles in the first layer with only a few from higher order layers. The reconstitution using all the poles and the first ten pole-pairs is shown in Fig. 3. The original function is well approximated except for minor differences in the early time. This is to be expected as noted previously. A reduced data set consisting of a pole pattern in the s-plane and the corresponding residues is all that is required to reproduce the time domain signature. This fact is of considerable advantage in the identification problem.

The second example concerns the scattering of the same straight thin wire illuminated by a parallel polarized plane wave from $\theta = 60^\circ$ and $\phi = 0^\circ$. Fig. 5 shows the frequency domain induced current at the center of the wire and it is noted that this is quite different from the frequency response of Fig. 2. The time-domain current after multiplication by the spectrum of the Gaussian pulse and FFT transformation is shown in Fig. 6. It is noted that the late-time response is now very similar to the case of when the wire was excited as an antenna in Fig. 3,
but now the early-time response is quite different. This is due to the fact that the early time response includes part local and part global behaviour of the target, whereas the late-time response contains only the global behaviour of the target and is independent of the excitation sources. It is important now that we only sample the late-time response to recover the pole information. Fig. 7 shows the first 20 poles located in the second quadrant extracted from 160 samples of the time domain beginning at the 76th sampling point. It can be seen that the first ten poles are almost identical to those of Fig. 4 thus confirming that the complex resonances correspond to the natural frequencies of the object, and as such, are independent of the excitation source. Again only the dominant poles are required to accurately reproduce the time domain signature in late time as demonstrated in Fig. 6.

As the third example, Figs. 8 and Fig. 9 show the frequency-domain and corresponding time-domain response of the induced current of an L-shaped wire illuminated by a parallel polarized plane wave from $\theta = 30^\circ$ and $\phi = 30^\circ$. The L-shaped wire is totally 1.0m length with 0.3m and 0.7m arms and the induced current is sampled at 0.2m from the intersection on the 0.7m arm. Fig. 10 shows the pole locations in the complex frequency plane for the L-shaped wire scatterer, which...
Figure 5. Real and imaginary part of the induced current at the center of the 1m straight wire illuminated by a plane wave.

Figure 6. Time-domain response of the induced current on a 1m straight wire illuminated by the Gaussian pulse.
Resonant frequencies for the identification of objects

Figure 7. Poles in the complex frequency plane for the 1m straight wire scatterer.

are extracted from 184 samples of the late time. It is observed that the pole pattern of the L-shaped wire is much different from that of the straight wire even though the lengths of both scatterers are the same. We conclude therefore, that pole patterns of various scatterers can be used as a first basis for target identification. The time domain signature recomputed from only the dominant poles functions as a check on the adequacy of the number of terms required in the pole series. In this case we have used all poles to obtain the comparison of Fig. 9, thus demonstrating that higher order poles do not introduce numerical instabilities.

Finally, Figs. 11 and 12 show the frequency-domain and the time-domain response of the back scattered field from a conducting strip on the interface of a lossy half space illuminated by a parallel polarized plane wave from $\theta = 60^\circ$ and $\phi = 0^\circ$, where the length and width of the strip is 0.1m and 0.002m, respectively and the complex dielectric constant of the lossy medium is 2.2-j0.22. Here we have approximated the complex dielectric constant by ignoring its frequency dependence. Fig. 13 shows all the poles produced by GPOF method and the identified three true poles in the complex frequency plane for the strip scatterer. For a strip with different length such as 0.15m, The pole pattern is shown in Fig. 14 and it is seen that more resonances happen
**Figure 8.** Real and imaginary part of the induced current at the center of an L-shaped wire illuminated by a plane wave.

**Figure 9.** Time-domain response of the induced current on the L-shaped wire illuminated by the Gaussian pulse.
for a longer strip. It should be noted that the resonant frequencies are different for the cases in Fig. 13 and Fig. 14 though the first three true poles look similar because the axis in the two figures is multiplied by the different length of the targets.

4. RESULTS AND OBSERVATIONS

The induced current characteristics for an arbitrarily shaped conducting thin wire antenna and scatterer are analyzed by the frequency-domain method of moments. The corresponding time-domain responses are obtained by the inverse fast Fourier transform after spectrum multiplication. The poles and residues of the transient response are then extracted via the generalized pencil-of-function method. Examples of straight and L-shaped wires in free space are given. It is numerically demonstrated that the poles or complex resonant frequencies are the natural resonances of the conducting thin wire since they are independent of the excitation sources. The pole positions and the corresponding amplitudes can be used to parameterize the transient response and thus may also function as a means for target identification. The application of this method to the problems of radiation and
Figure 11. Real and imaginary part of the scattered field from a strip with length 0.1m, width 0.002m and dielectric constant 2.2-j0.22 illuminated by a plane wave.

Figure 12. Time-domain response of the scattered field from the strip with length 0.1m, width 0.002m and dielectric constant 2.2-j0.22 illuminated by the Gaussian pulse.
Resonant frequencies for the identification of objects

Figure 13. Poles in the complex frequency plane for the strip with length 0.1m, width 0.002m and dielectric constant 2.2-j0.22.

Figure 14. Poles in the complex frequency plane for the strip with length 0.15m, width 0.002m and dielectric constant 2.2-j0.22.
scattering of buried bodies is straightforward, requiring only the MoM formulations for layered media. The complex resonances of a strip on a lossy half-space have been analyzed as an example. The subject of how the poles are affected by the lossy medium and depth of the target in the half space is currently under investigation and will be the subject of a subsequent paper.
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