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Abstract—In many cases it is desired to have both high capacity and
small antennas in wireless communication systems. Unfortunately, the
antenna performance deteriorates when the antennas get electrically
small. In this paper, fundamental limitations from antenna theory and
broadband matching are used to analyze fundamental limitations on
the spectral efficiency of an arbitrary antenna inserted inside a sphere.

1. INTRODUCTION

The spectral efficiency of a wireless communication system is
determined by the properties of the channel that relates the
transmitted and received signals. This communication channel is in
general very complicated and depends on the feeding network, the
antennas, and the wave propagation between the antennas. Recently,
the multiple-input multiple-output (MIMO) systems have received
much interest due to their ability to increase the spectral efficiency in
wireless communication systems [6, 8, 23, 24, 31]. The MIMO systems
are based on the use of multiple antennas at each end of the
communication link in environments with rich multi-path propagation.

In many cases it is desired to design systems that have both
a high capacity and a small physical size. Unfortunately, the
antenna performance deteriorates when the antenna gets electrically
small [14, 31]. Fundamental limitations on these kind of systems
can be analyzed under various assumptions. The case with current
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distributions and fields in free space are, e.g., discussed in [19, 21, 32].
In the planar case, a plane wave expansion shows that the fields
are correlated at distances less than half the wavelength λ, giving
a preferred antenna-array element spacing of approximately λ/2.
Although, the volume formulation described in [21] can incorporate
currents and fields, it is preferable to consider a model that includes
the properties of the antennas. In this paper, fundamental limitations
on the spectral efficiency of an arbitrary antenna inserted inside a
sphere are analyzed.

To analyze the fundamental limitations of the spectral efficiency
of a sphere, it is essential to relate three classical theories giving
fundamental limitations in the disciplines of information theory,
broadband matching, and antenna theory. In information theory, the
Shannon theory set fundamental limits of how coding can be used
to increase the data rate over a given communication channel, i.e.,
the capacity [28]. The capacity depends on the number and gain of
the orthogonal sub channels and their signal to noise ratio [24]. For
the spectral efficiency of a volume, the channel of interest relates the
signals on transmission lines to the electromagnetic wave field outside
the volume. Of course, this channel depends on the choice of antennas,
matching, transmission lines, and the statistics of the radio channel
outside the volume. Here, it is essential to consider the best possible
antenna in the given volume as well as the best possible matching
to a transmission line. The classical theory of broadband matching,
shows how much power that can be transmitted between a transmission
line and a given load [7], i.e., the antenna. The classical theory
of radiation-Q uses spherical vector modes to analyze the properties
of a hypothetical antenna inside a sphere [4, 14, 15, 34]. Multi-port
antennas are considered in [9]. An antenna with a high Q-factor has
electromagnetic fields with large amounts of stored energy around it,
and hence, typically low bandwidth and high losses [14]. The mode
expansion also gives a natural expression of the polarization, angle,
and spatial diversity that is utilized in MIMO systems [6, 24, 29, 31].

The rest of the paper is organized as follows. In Section 2,
a decomposition of the communication channel into a transmitting
antenna channel, a wave propagation channel, and a receiving antenna
channel is given. The antenna channels relate the electrical signals on
transmission lines to the electromagnetic fields outside the antennas.
The electromagnetic field is represented by spherical vector waves. In
Section 3, it is shown that a set of unpolarized uniformly distributed
plane waves impinging on the antennas can be represented by a
Rayleigh channel in the spherical vector modes. In Section 4, the
Fano theory is used to get fundamental limitations on the matching
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Figure 1. Block scheme of a wireless communication system. The
received signal is y = Hx + n, where the channel is decomposed into
the parts H = HRHPHT and n is the noise.

network for low order spherical vector modes and resonance circuits.
The capacity of a Rayleigh fading antenna channel is analyzed in
Section 5.

2. CHANNEL DECOMPOSITION AND SPHERICAL
VECTOR MODE REPRESENTATION

A MIMO–model for a communication system with Nx transmitting
antennas andNy receiving antennas is considered, as depicted in Fig. 1.
Here, x is the transmitted Nx × 1 signal, and y is the received Ny × 1
signal given by

y = Hx + n, (1)

where H is the complex Ny × Nx matrix, and n is uncorrelated
complex Gaussian noise [22, 24, 31] with spectral density N0. The total
transmitted power is P = trace{Rxx} where Rxx is the covariance
matrix for the input signal x.

To separate the antenna properties from the properties of the wave
propagation, the communication channel is decomposed into a cascade
of a transmitting antenna channel HT, a wave propagation channel
HP, and a receiving antenna channel HR, i.e., H = HRHPHT.

In particular, we can make the following assumptions: The
communication distance is large enough so that there is no mutual
coupling between the transmitting and receiving antenna arrays. The
transmitted electric field E(t)(r) can therefore be expanded in outgoing
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spherical vector waves u(2)
τml(kr)

E(t)(r) = k
√

2η
∞∑
l=1

l∑
m=−l

2∑
τ=1

a
(t)
τml u

(2)
τml

(
k(r − rt)

)
(2)

for |r−rt| ≥ Rt where the propagation region is assumed to be source–
free, a(t)

τml = a
(t)
α are the expansion coefficients, rt is the position of

the transmitting antenna array, Rt the radius of a sphere containing
the antenna, k the wave number, and η the free space impedance (see
Appendix A). To simplify the notation, the multi–index α = (τ,m, l) is
used. Whenever necessary, the multi–index α is ordered and identified
with the number α = 2(l2 + l − 1 + m) + τ [13]. The multi–poles
are classified as either TE (τ = 1) or TM (τ = 2). The azimuthal
and radial dependencies are given by the m and l index, respectively.
The normalization with k

√
2η is used to give a power normalization of

the expansion coefficients, i.e., the totally radiated power is given by∑
α |a(t)

α |2.
We assume that the transmitting antenna channel is given by a

linear mapping from the input signal x to the expansion coefficients
a

(t)
α , and can therefore be represented as

a(t) = HTx, (3)

where we employ a semi–infinite notation for the column vector a(t) =
[a(t)

α ] and the matrix HT which has Nx columns.
We assume that the received electric field E(r)(r) can be expanded

in incoming spherical vector waves u(1)
α (kr)

E(r)(r) =
√

2η k
∑
α

a(r)
α u(1)

α

(
k(r − rr)

)
(4)

for |r − rr| ≥ Rr, where a(r)
α are the expansion coefficients, the multi–

index α = (τ,m, l) is employed, rr is the position of the receiving
antenna array and Rr the radius of a sphere containing the antenna.
The incoming spherical vector waves vα(kr) have the same basic
features as the outgoing u

(2)
α (kr) mentioned above.

The wave propagation channel HP contains the properties of the
geometrical and electrical features between the transmitting antenna
and the receiving antenna. In particular, the channel HP represents
the mapping from the transmitted electric field E(t)(r) to the received
electric field E(r)(r), or equivalently, the mapping from the expansion
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coefficients a(t)
α to a(r)

α . We assume that this mapping is linear, and
can therefore be represented as

a(r) = HPa(t), (5)

where the matrix HP is (countably) infinite–dimensional in both rows
and columns. In practice however, and as we will see later, this
matrix can be considered finite and represents as many modes that
are practically relevant. The bandwidth of higher order modes will
ultimately tend to zero as the corresponding Q-factors tend to infinity,
and these modes will therefore not contribute to the capacity of the
communication channel.

We assume that the receiving antenna channel is given by a linear
mapping from the expansion coefficients a(r)

α to the received signal y,
and can hence be represented as

y = HRa(r), (6)

where the semi–infinite matrix HR has Ny rows. Finally, the received
signal y is corrupted by white Gaussian noise (1).

3. THE RAYLEIGH FADING ANTENNA CHANNEL

The Rayleigh channel is defined as a channel with uncorrelated and
zero mean entries having complex Gaussian distribution and the
amplitudes thus being Rayleigh distributed [22, 24, 25, 31], i.e., H =
Hw, where E {Hw} = 0 and E {Hw|ijH∗

w|mn} = δimδjn. However, it is
also customary to derive this property from the assumption that a large
number of independent and uniformly distributed scattered waves are
incident on the receiver, see e.g., [17]. In this Section, we show that
a set of unpolarized uniformly distributed plane waves impinging on
the antennas can be represented as a Rayleigh channel in the spherical
modes.

Consider the channel from the transmitted signals to the received
spherical vector modes, i.e., HPHT. Suppose that the received electric
field (4) is given by

E(r)(r) =
Ns∑

n=1

snEne−ikk̂n·(r−rr) (7)

for |r − rr| ≥ Rr, consisting of a number of uniformly distributed and
independent scattered plane wave components. Here sn represents the
complex signal amplitudes, En random field strengths, and the time
convention eiωt is used.
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It is assumed that for each fixed direction k̂n, the field En has
zero-mean complex Gaussian components with the variance E2

0 , i.e.,
En = E0(φ1û1 + φ2û2), where û1 and û2 are two orthogonal unit
vectors that are perpendicular to k̂n and the Gaussian variables φi,
i = 1, 2 have unit variance. This means that the polarization of En is
uniformly distributed over the Poincare sphere, i.e., unpolarized, with
the Stokes parameter E2

0 = E
{
|En|2

}
. The average power flux is given

by E2
0/(2η). It is furthermore assumed that the incident directions k̂n

are uniformly distributed over the unit sphere.
The wave propagation channel HP can be decomposed into two

parts HP = HAHB where HB represents the mapping from a
(t)
α to

sn coefficients, and HA represents the mapping from sn coefficients to
a

(r)
α . Thus,

a(r) = HAs (8)

where the mapping (8) is defined by the expansion of plane waves in
incoming spherical vector waves

a(r)
α =

1√
2η k

NA∑
n=1

2πi1−τ−l A∗
α(k̂n) · Ensn, (9)

where Aα denote the spherical vector harmonics (see Appendix).
Hence, we can conclude that

HA|αn =
2π√
2η k

i1−τ−l A∗
α(k̂n) · En. (10)

The channel HA is a random channel. With the assumption above
of uniformly distributed unpolarized waves, the expectation of each
channel element is zero, i.e., E {HA|αn} = 0. The expectation of the
channel product elements HA|αnH∗

A|α′n′ can be written

E {HA|αnH∗
A|α′n′}

=
2π2

ηk2
il
′−l+τ ′−τE

{
A∗

α(k̂n) · En Aα′(k̂n′) · E∗
n′

}

=
2π2

ηk2
il
′−l+τ ′−τEk̂

{
A∗

α(k̂n) · EE {EnE∗
n′} · Aα′(k̂n′)

}
. (11)

The expectation over the polarization is

EE {EnE∗
n′} = E

{
|En|2

}
I2×2δnn′ = E2

0I2×2δnn′ , (12)
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where I2×2 denotes the 2-by-2 identity dyad. The expectation over the
incident angles is hence

E {HA|αnH∗
A|α′n′}

=
2π2E2

0

ηk2
il
′−l+τ ′−τEk̂

{
A∗

α(k̂n) · Aα′(k̂n)
}
δnn′

=
πE2

0

2ηk2
il
′−l+τ ′−τδnn′

∫
Ω

A∗
α(r̂) · Aα′(r̂) dΩ =

πE2
0

2ηk2
δαα′δnn′ .(13)

Here, it is essential to normalize the SNR to the total power of the
electromagnetic wave that impinges on the sphere. It is also necessary
to consider the distribution of the average amplitude as a function of
frequency. We assume that the amplitude decay is proportional to
the propagation distance in wavelengths, i.e., E0/k is constant. The
plane wave is normalized with respect to the power flux through the
cross section of the sphere with radius λ/(2π) = k−1. To simplify the
notation, the average power per plane wave is defined as

P

Ns
=
E2

0π

2ηk2
, (14)

where P is measure of the power on the receiver side. In conclusion,
the fundamental Rayleigh channel HA defined in (7) though (9) has
complex Gaussian entries, i.e., HA =

√
P/NsHw. The trace of the

covariance matrix for the signal s is normalized as trace{Rss} = Ns.
The received signal is hence given by

y =
√
P

Ns
HRHws + n =

√
P

Ns
HRHwHBHTx + n

=
√
P

Ns
HRHwR1/2

T x + n, (15)

where R1/2
T = HBHT is the correlation matrix [24] on the transmitter

side. It is also observed that HR can be interpreted as the square root
of the correlation matrix on the receiver side, i.e., HR = R1/2

R .
In the analysis of the receiving channel HR the channel model

from random plane waves s to y in (15) is used. This is equivalent
to the assumption of an uncorrelated channel on the transmitter side
RT = I. This gives the channel

y =
√
P

Ns
HRHws + n. (16)
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A SVD of the receiving channel, HR = UΣ′VH, gives

ỹ = UHy =
√
P

Ns
Σ′VHHws + UHn. (17)

To simplify this channel model, we first observe that VHHw is a semi-
infinite Rayleigh matrix with Ns columns. Secondly, we let Σ denote
the Ny×Ny diagonal matrix containing the singular values of the semi-
infinite matrix Σ′. Finally, the infinite matrix product in Σ′VHHw is
replaced by a finite matrix product between Σ and a finite Rayleigh
matrix. This gives the equivalent channel

ỹ =
√
P

Ns
ΣHws + ñ, (18)

where Σ and Hw are an Ny × Ny diagonal matrix containing the
singular values of HR and an Ny ×Ns Rayleigh matrix, respectively.

Since the channel is random the corresponding information rate is
a random variable. The capacity of these fading channels are commonly
analyzed with the ergodic capacity and the outage capacity [24]. In
this section, we do not consider the bandwidth of the system and hence
use the capacity (efficiency) with the unit b/s/Hz as commonly used
in MIMO literature. To avoid confusion with the capacity in b/s,
we either give the units or use the word capacity efficiency whenever
necessary.

The ergodic capacity (in b/s/Hz) of the channel (18) is given by

C = E
{

max
Rss

log2 det
(
I +

P

N0Ns
ΣHwRssHH

wΣ
)}

(19)

where Σ and Hw are the diagonal matrix containing the singular values
of HR and an Ny × Ns Rayleigh channel, respectively. The water-
filling solution [24] can be used to determine the covariance matrix
Rss in (19), and hence the ergodic capacity.

The case of an idealized antenna connecting each spherical vector
mode to one port gives Ny uncorrelated sub-channels Σ = INy×Ny .
The ergodic capacity, in b/s/Hz, is given by the ergodic capacity of
the Hw channel, i.e.,

C = E
{

max
Rss

log2 det
(
I +

P

N0Ns
HwRssHH

w

)}
. (20)

The properties of this Hw MIMO channel is analyzed in many papers,



Progress In Electromagnetics Research, PIER 67, 2007 283

see e.g., [24, 31]. A lower bound on the ergodic capacity is given by

C ≥ R log2


1 +

P

N0Ns
exp


 1
R

R∑
j=1

R′∑
p=1

1
p
− γ





 (21)

where R = min(Ny, Ns), R′ = max(Ny, Ns), and γ = 0.577 is Euler’s
constant [24]. It is seen that the capacity efficiency of an antenna
that connects each spherical vector mode to one port increases rapidly
with the number of ports as long as the SNR is sufficiently high. It is
also observed that the capacity efficiency is independent of the radius
of the antenna. Since the number of spherical modes is infinite, the
number of spatial channels is also infinite irrespectively of the size of
the volume. Obviously, this is unrealistic. To circumvent this problem
the capacity over a certain bandwidth has to be considered.

The interpretation of the capacity (19) can be simplified by
assuming a sufficiently high SNR, so that the identity matrix in (19)
can be neglected. This gives

C ≈ E
{

log2 det
(

P

N0Ns
HwRssHH

w

)}
+ log2 det

(
Σ2

)
. (22)

The second term can be interpreted as the loss in ergodic capacity due
to the antenna channel at a high SNR. The correlation loss is given by

∆C = log2 det
(
Σ2

)
= log2

Ny∏
m=1

σ2
m =

Ny∑
m=1

log2 σ
2
m, (23)

where σn denotes the singular values of Σ. Since the receiving antenna
channel has a total power gain ‖Σ‖2

F ≤ Ny giving detΣ ≤ 1 and hence
∆C ≤ 0. ∆C can be interpreted as a loss due to correlation on the
receiver side [24].

4. LIMITATIONS ON THE ANTENNA CHANNEL

The antenna channels connect the electrical signals on the transmission
line with the radiated electromagnetic waves outside the antenna.
This channel is generally very complex. Here, the case where each
transmission line is connected to a spherical wave with a lossless
matching network is considered (see Fig. 2). From the input signal, the
antenna can be modeled with a lumped circuit model. The spherical
vector modes have an equivalent circuit representing the impedance
of the modes [4, 15]. The equivalent circuits of the lowest order
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Figure 2. The transmitting (and receiving) antenna channel HT is
the map from the electrical signals x on the transmission line to the
radiated electromagnetic field outside the antenna, here represented by
the spherical vector modes at.
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Figure 3. Circuit models of simple antennas. The resistor models the
radiation part. The capacitor and inductor model the parts that store
the electric field and magnetic field, respectively. The inductance and
capacitance of the lowest order modes are given by a/c0, where a and
c0 are the sphere radius and speed of light, respectively.

modes, i.e., the TMm1 and TEm1 for m = −1, 0, 1, are shown in
Fig. 3. The resistance R, capacitance C, and inductance L are the
circuit equivalents of the radiated field, the stored electric field, and
the stored magnetic field, respectively. The higher order modes are
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given by a ladder network [4, 15]. Here, the Fano theory is used
to get fundamental limitations between the bandwidth and threshold
level on the reflection coefficient for any realizable matching network
[7, 11, 26, 30].

4.1. Impedance of TM and TE Modes

The Fano theory uses Taylor expansions of the reflection coefficient
around the zeros of the transmission coefficient to get a set of integral
relations for the reflection coefficient. Here, we assume that the
transmission line has unit impedance. The transmission coefficient
of the TMm1 and TEm1 modes has a double zero at s = 0. The
corresponding reflection coefficient has no zeros but two poles, λp1,2 =
(−1 ± i)/(2a/c0). The coefficients of the Taylor series around s = 0
give the two integral relations

2
π

∫ ∞

0
ω−2 ln

1
|Γ(iω)| dω =

(
2a
c0

− 2
∑

i

λ−1
ri

)
(24)

and

2
π

∫ ∞

0
ω−4 ln

1
|Γ(iω)| dω =

(
4a3

3c30
+

2
3

∑
i

λ−3
ri

)
, (25)

where the coefficients λri have a positive real-valued part. It is noted
that it is enough to consider one coefficient λr or a complex conjugated

pair [7]. Assuming a constant reflection factor 2 ln
1
|Γ| = πK, over the

bandwidth |ω − ω0| ≤ ω0B/2 gives

K
B

1 −B2/4
= 2ξ − 2

ω0

λr
(26)

and

K
B +B3/12
(1 −B2/4)3

=
4ξ3

3
+

2
3
ω3

0

λ3
r

(27)

where ξ = k0a = ω0a/c0. These equations are solved numerically with
respect to B and λr. The fractional bandwidth B is depicted for the
reflection coefficient |Γ| = 1/3 in Fig. 4.

For the narrow bandwidth case B � 1, the equalities can be
combined as

KB ≤ 4ξ3

3
+

2
3

(
ξ − KB

2

)3

≤ 2(k0a)3 − ξ2KB. (28)
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Figure 4. Fano fractional bandwidth of the TMm1 and TEm1 modes
as function of the sphere radius k0a for a reflection coefficient |Γ| =
0.3 (or SWR=2). Comparison between the Fano bandwidth given
by (26) and (27), the narrowband approximation (29), and the Q-
factor approximation (32).

This gives the asymptotic bandwidth

B ≤ π

ln |Γ|−1

ξ3

1 + ξ2
for B � 1, (29)

where we recognize the well known proportionality to ξ3/(1 + ξ), i.e.,
the Q-factor of the TMm1 and TEm1 modes (also see Fig. 4).

4.2. Q-factor Approximation

In theory, the equivalent circuits can be used to derive a Fano
bandwidth for any TMml or TEml mode. However, this is rather
tedious due to the complex structure of these higher order modes
together with the non-linearity of the Fano theory. Moreover, it is
known that it is advantageous to mix the TE and TM modes in high
bandwidth systems [15]. Instead of using the analytic expression of the
impedance it is common to use the Q-factor (quality factor, antenna
Q or radiation Q) to get an estimate of the bandwidth. Since there is
an extensive literature on the Q-factor for antennas, see e.g., [4, 5, 8–
11, 14, 15, 34, 40], only some of the results are given here. The Q
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of the antenna is defined as the quotient between the power stored
in the reactive field and the radiated power [4, 15]. The Q-factor is
proportional to the bandwidth of the corresponding resonance circuit
as B ∼ Q−1 for Q � 1. The Q-factor can either be determined by
the equivalent circuits [4, 15] or by an analytic expression functions [5].
The Q of the TMml or TEml mode is given by

Q = ξ +
ξ

2R

(
l(l + 1)
ξ2

− X

ξ
−X2 −R2

)
, (30)

where R + iX = i(ξ h
(2)
l (ξ))′/(ξ h

(2)
l (ξ)) and h

(2)
l denotes the spherical

Hankel function [5, 11]. The Q-factor depends only on the l-index and
there are 2(2l + 1) modes for each l index, see Fig. 5a. The six lowest
order modes have Q = ξ−3 + ξ−1. By combination of one TEm1 mode
and one TMm1 mode the Q-factor is reduced to Q = ξ−3/2 + ξ−1, see
also [9] for a discussion of multi-port antennas.

The impedance of the spherical vector modes can be approximated
with the impedance of a resonance circuit around the resonance
frequency, ω0 = 2πf0, see Fig. 3 and [11]. For frequencies around the
resonance frequency, the radiated power is given by Prad = |T |2Pin =
(1−|Γ|2)Pin. The transmission coefficient of the RCL circuits in Fig. 3
has a single zero at the origin and a single zero at infinity. The minimal
reflection coefficient for a given fractional bandwidth and vise versa
are easily determined with the Fano theory [7, 11, 26]. The reflection
coefficient and the transmission coefficient are bounded as

|Γ| ≥ e−
π

QB
(1−B2/4) and |T |2 ≤ 1 − e−

2π
QB

(1−B2/4)
, (31)

respectively (see also Fig. 5b). The corresponding bound on the
fractional bandwidth is

B ≤
√
Q2K2 + 4 −QK ≈ π

Q ln |Γ|−1
, (32)

where we recognize the well known proportionality B ∼ 1/Q. However,
the bound (32) gives the proportionality constant in terms of the
reflection coefficient |Γ|. Also, observe that theQ-factor approximation
agrees with the narrowband result in (29), see Fig. 4. This justifies the
use of the Q-factor approximation to estimate the bandwidth of the
first spherical vector modes. In [11], it is shown that the Q-factor
approximation is accurate for the higher order spherical vector modes
if Q is large.
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Figure 5. (a) Q-factor as a function of the sphere radius ka, (b)
transmission coefficient |T |2 in (31) as a function of ka for bandwidths
of 5%, 10%, and 20%.

5. CAPACITY OF A SPHERE IN A RAYLEIGH
CHANNEL

In this Section, we analyze how the fundamental limitations derived
in Section 4 affect the capacity of a sphere. We use the signal model
of (18) over a fixed bandwidth ∆f . The ergodic capacity, in b/s, is
given by

C∆f = E
{∫ f2

f1

max
Rss

log2 det
(
I +

PtotΣHwRssHH
wΣH

N0Ns∆f

)
df

}
, (33)
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where Ptot/(Ns∆f) is the average power per plane wave and Hz.
The matrix Rss is given by the space–frequency water-filling solution
[24, 31]. The communication scheme can, e.g., be the OFDM [2, 3, 27].
To simplify the analysis, we consider the capacity efficiency over a
bandwidth B, i.e.,

CB = E
{

max
Rss

log2 det
(
I +

PΣHwRssHH
wΣH

N0Ns

)}
, (34)

where P = Ptot/∆f is the power density. The matrix Rss is given by
the water-filling solution [24, 31] and, hence, C∆f ≥ CB∆f = CBBf0.

In contrary to the fixed frequency case (21) where the singular
values could be chosen to unity in the uncorrelated case, the singular
values in (33) are limited by the required bandwidth. The Fano
limit (31) on the reflection factor shows that the singular values are
bounded by

σ2
n = 1 − |Γn|2 = 1 − e−

2π
QnB

(1−B2/4)
, (35)

where Qn is the Q-factor of port number n. Here, one observes that the
singular values σ2

n are small if the product between the Q-factor and
the fractional bandwidth is large. The classical bandwidth definition
of SWR = 2 corresponds to a singular value σ2

n = 8/9.
We consider the case with no channel knowledge, Rss = I, where

the Jensen inequality can be used to estimate the capacity [33], i.e.,

CB ≤ CBJ = log2 det

(
I +

PΣE
{
HwHH

w

}
ΣH

N0Ns

)

=
Ny∑
n=1

log2

(
1 +

P

N0
σ2

n

)
. (36)

The upper bound CBJ, in b/s/Hz, is deterministic, independent of Ns,
and depends only on the properties of the receiving antenna channel
and the SNR. For the case of a large number of uncorrelated incident
waves, i.e., Ns large, the inequality (36) becomes an equality since
HwRssHH

w = HwHH
w → NsINy×Ny as Ns → ∞. Observe that the

estimate of (36) is not good for Ny > Ns, as it overestimates the
capacity by giving same results as for Ny � Ns. With the Fano
estimate, (35), of the singular values, we get

CBJ =
Ny∑
n=1

log2

(
1 +

P

N0

(
1 − e−

2π
QnB

(
1−B2

4

)))
(37)
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Figure 6. Capacity efficiency CBJ of an idealized mode coupled
antenna as a function of the radius ka for the bandwidths 5%, 10%, and
20% estimated with (37). (a) the capacity efficiency, (b) the capacity
efficiency of each mode.

as an expression of the capacity efficiency over a bandwidth B for Ns

large. Here, we observe that the capacity is limited by the product
QnB.

For the idealized antenna connecting one spherical vector mode
to one port, the explicit representation of the Q-factors can be used to
calculate (37). The capacity CBJ as a function of the sphere radius is
depicted in Fig. 6a for the bandwidths 5%, 10%, and 20%, an SNR
of P/N0 = 1, and an infinite number of antenna ports Ny = ∞.
As seen in the figure, the capacity efficiency decreases with increased
bandwidth. The capacity, in b/s, increases due to the multiplication
with the bandwidth. It is also seen that the capacity increases rapidly
with the size of the sphere. This is due the increased spatial diversity of
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Figure 7. The capacity C∆fJ as a function of the bandwidth
for different Q-factors. The bandwidths related to |Γ| = 1/3 are
indicated by the stars. (a) the capacity in b/s with fixed total power
Ptot/(N0f0) = 0.01. (b) the capacity efficiency (in b/s/Hz) with fixed
power density P/N0 = 0.01.

the idealized antenna as seen in Fig. 6b, where the capacity efficiency
of each subchannel is shown. Only the first 6 modes, corresponding to
l = 1, are used for a small sphere. For a larger sphere, the higher order
modes can also be used.

It is also interesting to consider how the capacity, in b/s, for a
fixed volume depends on the bandwidth. In this case it is natural to
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consider the total power Ptot = P∆f as fixed, this gives

C∆fJ

f0
= B

Ny∑
n=1

log2


1 +

Ptot

(
1 − e−

2π
QnB

(
1−B2

4

))
N0f0B


 . (38)

The capacity (b/s) divided by the center frequency in (38) is plotted
in Fig. 7 for the scaled signal to noise ratio Ptot/(N0f0) = 0.01. Three
regions can by identified in the figure. For sufficiently small fractional
bandwidths BNy, the capacity increases approximately linearly with
BNy. This is the region where MIMO systems have a large advantage,
i.e., the capacity increases almost linearly with the number of spatial
channels Ny. For larger bandwidths the power in each channel gets
small and the capacity is limited by the SNR. Finally, the capacity
deceases due to the large mismatch of the antenna.

6. CONCLUSIONS

The analysis of the spectral efficiency in this paper reveals that it is
important to consider a model that incorporates the properties of the
antennas and the matching network. As shown in (21), the ergodic
capacity at a fixed frequency, i.e., capacity in b/s/Hz, is independent
of the size of the sphere. This means that, at least in theory, it
would be possible to design small antenna with high spatial diversity.
The drawback of small antennas such as being narrowband and lossy
are well known [14, 31]. These drawbacks are naturally included in
the analysis by consideration of the capacity over a bandwidth, i.e.,
capacity in b/s. We can also conclude that it is very efficient to utilize
the polarization diversity for small antennas.

The analysis is based on several assumptions. The Rayleigh type
channel is widely used in the literature and it is also used here due to its
simple closed form solutions. It is straightforward to include a line of
sight giving a Ricean channel [24]. However, even this is probably too
simple for a realistic MIMO channel model. It would be interesting to
consider more realistic MIMO channel and to determine how angular,
spatial, and polarization diversity relates to mode diversity. The use
of spherical vector modes to model an arbitrary antenna is standard
in antenna theory. Here, we assume that each mode or a simple linear
combination of modes is connected to one port by a lossless matching
network. This lets us use the Fano theory to relate the bandwidth to
the reflection coefficient of the system. For future work, it would be
interesting to include an arbitrary multi-port matching network. It
should also be observed that in practice it is very difficult to reach
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the considered limit as it is very difficult to reach any of them, i.e.,
Shannon capacity in coding, Fano limit in broadband matching, and
Q limitations in antenna design.

ACKNOWLEDGMENT

The financial support by the Swedish research council is gratefully
acknowledged. The authors express their gratitude to Prof. George
Papanicolaou for the opportunity to visit his group at the Mathematics
Department, Stanford University, during March 2003, and the
many fruitful discussions on wave propagation and statistical signal
processing from which the present paper has emanated.

APPENDIX A. SPHERICAL VECTOR WAVES

An arbitrary electromagnetic field can be expanded in outgoing and
incoming spherical vector waves [1, 12, 13, 16]

E(r) = k
√

2η
∞∑
l=1

l∑
m=−l

2∑
τ=1

aτml u
(2)
τml(kr) + bτml u

(1)
τml(kr) (A1)

where the time convention eiωt is used. The terms labeled by τ = 1,
l, and m identify magnetic 2l-poles and the terms labeled by τ = 2,
l, and m identify electric 2l-poles. The incoming, u(1), and outgoing,
u(1), spherical vector waves are given by

u(n)
1ml(kr) = h

(n)
l (kr)A1ml(r̂) (A2)

u(n)
2ml(kr) =

1
k
∇×

(
h

(n)
l (kr)A1ml(r̂)

)
(A3)

where h
(n)
l , n = 1, 2 denote the spherical Hankel functions and A

denote the spherical vector harmonics. There are several common
definitions of the spherical vector harmonics [1, 16]. For τ = 1, 2, we
use

A1ml(r̂) =
1√

l(l + 1)
∇× (r Ym

l (r̂)) (A4)

A2ml(r̂) = r̂ × A1ml(r̂), (A5)

where Ym
l denotes the spherical harmonics [1, 16].
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