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Abstract—We derive and compare several finite-difference frequency-domain (FD-FD) stencils for points on or near a planar dielectric interface. They are based on interface conditions or from modifying Helmholtz equation. We present a highly accurate formulation based on local plane wave expansion (LPWE). LPWE-based compact stencil is an extension of the analytically obtained LFE-9 stencil as used by the method of connected local fields [6]. We report that merely using five points per wavelength spatial sampling, LPWE coefficients achieve better than 0.01% local error near a planar interface. We numerically determine that we have fourth to eighth-order accuracy in the local errors for LPWE stencils.

1. INTRODUCTION

Numerical solutions of Helmholtz equation by the classical second-order accurate finite-difference (FD) method have been investigated. Solutions of classical high-accuracy FD approximations to Helmholtz equation can be realized by non-compact stencils at the expense of increased computational costs. Having a compact stencil which only connects a point of interest to its neighboring eight points is one of the critical factors of success for the frequency-domain FD method. Compact stencils produce block tri-diagonal matrices that require much less computing resources than non-compact stencils.

Over the last two decades, many high-order compact formulae for discretizing 2-D and 3-D homogeneous Helmholtz equation have been proposed. In particular, the sixth-order accurate (the highest possible order of accuracy) compact 2D formulae were published by various research groups [1–4]. Both Hadley [5] and Chang-Mu [6] used Fourier-Bessel series expansion (FBSE) for the local field in deriving a 2D compact FD-like formula, which we refer to as LFE-9. Along these lines, Tsukerman [3] proposed other choices of basis functions for 2D Helmholtz equation including plane waves and harmonic polynomials. He called this new class of difference schemes FLAME (Flexible Local Approximation MEthods).

The method of connected local fields (CLF) [6–9] is a new approach for obtaining semi-analytical solutions of Helmholtz equation. In 2D-CLF, the global solution is comprised of overlapping local fields. Each local field (patch) is represented by a truncated Fourier-Bessel Series, in which each individual term precisely satisfies Helmholtz equation. CLF connects these patches of local fields and forms a system of linear equations just like the standard FD-FD method.

Frequency-domain finite-difference (FD-FD) methods have been successfully applied to study 2D passive dielectric waveguide devices with high index contrasts [10–12]. Semivectorial modes of optical waveguides are also studied by classical FD methods [13–15]. For media with sudden jumps in material properties, special compact stencils are needed for points on/near a dielectric interface. For performance and storage considerations, most commercial FD-TD software use stair-case approximations for the underlying structure [16, 17]. The coefficients for a point near an interface are determined by the
material properties sampled at the point location. The sampled area surroundings form an artificially generated jagged boundary [18], which result in undesired numerical errors. This phenomenon is even more noticeable when modeling optical waveguide devices with large index contrasts. The stair-case approximation of the underlying dielectric structure by the FD-TD method will converge to a valid solution (as the discretization approaches zero) because FD-TD method is based on the first-order Maxwell’s PDE, hence its unknowns sitting on or near dielectric interfaces will automatically satisfy the interface conditions. However, the standard FD-FD method is based on the second-order Helmholtz PDE. The stair-case approximation of the underlying structure properties will not work since the resulting FD-FD coefficients are the same for both TE and TM polarizations no matter how small the grid spacing becomes. Customized FD-FD coefficients based on interface conditions are needed for points near or on the interfaces between two dielectric materials. Some early researches on the FD coefficients for points near or on the interfaces are briefly summarized in Durdević’s work [19].

While we are able to obtain analytical formula for compact FD coefficients in homogeneous media using FBSE technique, we had to resort to the numerical approach to compute desired stencils for materials with abrupt changes in dielectric constants. In this paper we only consider planar dielectric interface cases. In the next section, we will first give an overall description for discretizing the 2D Helmholtz interface problem, we then review several kinds of FD-like formulae. This highly accurate scheme for planar interface problems — the Local Plane Wave Expansion (LPWE) formulation will be developed in detail in Section 3. To evaluate the performance of the LPWE scheme, we compare its relative local error to other FD-like formulae in Section 4. Finally, we present the tabulated characteristics of the LPWE scheme versus other FD-like formulation in Section 5.

2. FD-LIKE SCHEMES FOR INTERFACE PROBLEMS

For pure 2-D electromagnetic (EM) wave problems, all field components and material indices are assumed to only be functions of \( x \) and \( y \), and the solutions to 2-D EM problems can be divided into \( z \)-polarized TE and \( z \)-polarized TM waves [20]. The FD compact nine-point stencil with an arbitrarily positioned inclined planar interface is depicted in Fig. 1, where medium 1 (with index \( n_1 \)) is separated from medium 2 (with index \( n_2 \)) by the straight line \( L \), whose equation can be expressed as:

\[
a \left( \frac{x}{\Delta} \right) + b \left( \frac{y}{\Delta} \right) + c = 0.
\]

(1)

Now we use the interface-oriented coordinate system \( x'-y' \) shown in Fig. 1 to formulate the interface EM problem, which is governed by the following 2-D Helmholtz equation with piecewise-constant

![Figure 1. A 2D compact nine-point stencil with an arbitrarily located inclined planar dielectric interface separating medium 1 (marked in orange) from medium 2 (marked in yellow). The \( x \) and \( y \)-spacing between adjacent points are both \( \Delta \).](image-url)
wavenumbers:
\[
\left( \frac{\partial^2}{\partial x'^2} + \frac{\partial^2}{\partial y'^2} + k_i^2 \right) u(x', y') = 0, \quad i = 1 \text{ for } y' > 0 \quad \text{and} \quad i = 2 \text{ for } y' < 0.
\] (2)

In Eq. (2), \( k_i = n_i k_0 \) (\( i = 1, 2 \)), and \( k_0 = \omega / c \). The function \( u \) denotes \( E_z \) for TE case, and \( H_z \) for TM case. In addition, continuity requirements of both the tangential electric and magnetic fields, \( u \) lead to the following interface conditions:

\[
(i) \quad u(x', y' = 0^+) = u(x', y' = 0^-),
\]

\[
(ii) \quad \partial u / \partial y' \bigg|_{y' = 0^+} = \gamma \cdot \partial u / \partial y' \bigg|_{y' = 0^-}.
\] (3)

\[\text{In Eq. (4), the polarization parameter } \gamma \text{ is defined as:}\]

\[
\gamma = \begin{cases} 
1, & \text{TE} \\
\frac{n_1^2}{n_2} / n, & \text{TM} 
\end{cases}
\] (5)

Note that the primed coordinate \((x', y')\) is related to the unprimed coordinate \((x, y)\) by Eq. (6):

\[
\mathbf{r} - \mathbf{d}_0 = \mathbf{r}' \Leftrightarrow \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} 1/a^2 + b^2 & b/a - b \\ -ab - c & a^2 + b^2 \end{bmatrix} \begin{bmatrix} x' \\ y' \end{bmatrix} - \begin{bmatrix} c/a^2 + b^2 \end{bmatrix} \cdot \Delta,
\]

(6)

where \( \mathbf{r} = \hat{x}x + \hat{y}y \), \( \mathbf{d}_0 = \overrightarrow{OO}' \), and \( \mathbf{r}' = \hat{x}'x' + \hat{y}'y' \). Our goal is to derive a compact FD-like formulation to express the central field \( u_0 \) as a linear combination of the eight neighboring sampled fields sitting on the square cell. The compact FD-like formula for discretizing the 2-D Helmholtz equation can be expressed in the general form:

\[
u_0 = \sum_{i=1}^{8} w_i \cdot u_i = \mathbf{u}_c^T \mathbf{w}, \]

(7)

where the control (neighboring) point vector \( \mathbf{u}_c = [u_1, u_2, \ldots, u_8]^T \), and the coefficient vector \( \mathbf{w} = [w_1, w_2, \ldots, w_8]^T \). In general, the coefficients are dependent on the refractive indices \( n_1, n_2 \), frequency \( \omega \), sampling spacing \( \Delta \) and the interface parameters \( a, b, c \). In the following subsections, 2.1, 2.2, 2.3, and 2.4, we review several compact FD-like schemes for discretizing the interface problem for the specific interface type where \((x', y') \equiv (x, y)\) and \((a,b,c) = (0,1,0)\).

\textbf{2.1. Formula Based on FD Approximations of Interface Conditions (CmptHIC)}

Discretization of the interface conditions can be intuitively implemented by finite difference approximations. The first interface condition, shown in Eq. (3), is automatically satisfied when \((a,b,c) = (0,1,0)\). For the second interface condition, as shown in Eq. (4), we approximate the upper and lower halves by correspondingly applying forward and backward difference operators, resulting in the following compact formulae based on horizontal interface conditions:

\[
u_0 = 1/(1 + \gamma) \cdot u_4 + 1/(1 + 1/\gamma) \cdot u_5 \quad \text{(CmptHIC)}
\] (8)

\textbf{2.2. FD Approximation of Helmholtz Equation and Material Averaging (FD-MatAve)}

A widely accepted approach for handling interfaces is to adopt a material-averaging (MatAve) scheme, which is similar to the effective index method in the modeling of 3D complex dielectric waveguides [16,17]. We have considered and published a polarization-dependent material averaging method for a hybrid 2D FD-FD method [10–12]. In this approach, we do not rigorously handle geometric variations of the material structure. The effective refractive index at the heterogeneous junction is defined by averaging the material permittivities as given in Eq. (9).

\[
n(y = 0) \triangleq n_{\text{avg}} = \sqrt{(n_1^2 + n_2^2)/2}.
\] (9)

Approximating Eq. (2) for the central field \( u_0 \) with the help of Eq. (9), we have

\[
[3 + (1/\gamma + \gamma) / 2 - n_{\text{avg}}^2 V_0^2] u_0 = u_2 + (1 + 1/\gamma) / 2 \cdot u_4 + (1 + \gamma) / 2 \cdot u_5 + u_7. \quad \text{(FD-MatAve)}
\] (10)

In Eq. (10), \( V_0 = k_0 \cdot \Delta \), which is called the normalized frequency in vacuum.
2.3. FD Approximation of Helmholtz Equation by Arbitrary-Order Interface Conditions (FD-AIC)

In the material-averaging scheme, the difference formula for the normal partial derivative is only a first-order approximation due to the presence of the interface. Based on Chiu’s work [21, 22], we can derive a second-order accurate difference formula in the normal direction, and finally derive a new FD formulation for Eq. (2).

In Eq. (12), \( u_4 \) and \( u_5 \) as Taylor series respectively at \( x = 0, y = 0^+ \) in the upper half space and \( x = 0, y = 0^- \) in the lower half space as given in Eq. (11).

\[
\begin{align*}
  u_4 &= \sum_{m=0}^{\infty} \frac{\Delta^m}{m!} u_0^{(m)}, & \frac{\partial^m u}{\partial y^m} \bigg|_{(x=0,y=0^+)} = u_0^{(m)}, & \frac{\partial^m u}{\partial y^m} \bigg|_{(x=0,y=0^-)} = u_0^{(m)} (n = 0, 1, 2, \ldots).
\end{align*}
\]

Substituting Eq. (13) back into Eq. (2) and approximating \( \partial^2 u / \partial x^2 \) with a second-order accurate FD formula, we have:

\[
\begin{align*}
  c_0 \cdot u_0 &= c_I \cdot (u_2 + u_7) + c_u \cdot u_4 + c_d \cdot u_5, \\
  c_0 &= 2 (1 + \gamma) - (2 + \gamma) V_1^2 / 3 - (\gamma - 1) V_2^2 / 6 - \eta (1 + \gamma) V_2^2 / 12, \quad \text{(FD-AIC)}
\end{align*}
\]

In Eq. (14), \( V_1 = n_1 k_0 \Delta \) and \( V_2 = n_2 k_0 \Delta \). Note that Eq. (14) is developed without using any variation of the material-averaging approach. Back in 2000 [21], Chiu derived a high-order accurate FD formulation only for mode solving, applicable to 1-D or 1.5-D problems based on Eq. (12) and generalized Douglass scheme. However, the FD-AIC coefficients given by Eq. (14) we derived in this paper is a general 2-D formulation. Note that the four corner points \( u_1, u_3, u_6, u_8 \), were not used in Eq. (14) for this horizontal interface case. In principle, this kind of FD-like formula can also be extended to cases with arbitrarily sloped interfaces. We may also obtain a full eight-point compact stencil using two-dimensional Taylor’s expansion. The derivation process follows similar steps but with much more complex algebraic manipulation [23].

2.4. Fourier-Bessel Series Expansion (Hadley, 2002)

In [5], Dr. Hadley developed a high-order accuracy FD formulation for TE case only, holding true solely for points situated along the horizontal or vertical interface \((a, b, c) = (0, 1, 0)\). First he expanded the transverse magnetic fields by the Fourier-Bessel series (FBS) given by Eq. (15):

\[
  u (r, \phi) = \sum_{m=1}^{\infty} J_m (\xi_i r) \left[ a_m^{(i)} \cos (m\phi) + b_m^{(i)} \sin (m\phi) \right].
\]

In Eq. (15), \( u \) represents either \( H_y \) or \( H_x \), \( \xi_i = \sqrt{k_i^2 - k_0^2} \), where \( i = 1 \) for \( y > 0 \) and \( i = 2 \) for \( y < 0 \). He then imposed the interface conditions, Eq. (3) and Eq. (4), on Eq. (15) for \( r \in [0, \infty) \), and evaluated Eq. (15) at all FD grid points on the compact nine-point stencil. At the end, after extremely cumbersome derivation, it gave rise to a high-order accuracy FD (HO-FD) formula as given by Eq. (43) of Ref. [5]. The HO-FD formula exhibits sixth-order accuracy for the modal index and fourth-order accuracy for the small field component in problems without corners. However, due to the extreme complexity of the analytic analysis, it is very difficult to extend Hadley’s work to an arbitrarily sloped interface. Nevertheless, thanks to Hadley’s pioneering work in 2002 [5, 24], derivations of high-order accuracy FD formulations for uniform regions, interfaces and corners have been incorporated into high-accuracy eigenmode solvers for waveguides with rectangular cross-sections (for benchmark purposes).
3. LOCAL PLANE WAVE EXPANSION (LPWE) FORMULATION

In our previous work [6, 7], semi-analytic FD-like formulae LFE-9 and LFE-27 were derived for homogeneous Helmholtz equation by expanding the local field as a truncated Fourier-Bessel series for the 2-D case and a truncated spherical Fourier-Bessel series for the 3-D case. For cells containing an arbitrarily oriented dielectric interface we chose [25] to represent the local fields as a linear combination of select sets of plane wave solutions. The combined plane wave solutions automatically satisfy interface conditions given by Eqs. (3)–(4). The entire procedure is sequentially organized in three steps:

♦ Step 1: local plane wave solution

A combined plane wave solution \( \psi_{\alpha-\beta} \) is made of an incident wave \( \psi_{\alpha}^{i} \), a reflected wave \( \psi_{\alpha}^{r} \), and a transmitted wave \( \psi_{\beta}^{t} \).

\[
\psi_{\alpha-\beta} = \begin{cases} 
\psi_{\alpha}^{i} + \psi_{\alpha}^{r}, & \text{in medium } \alpha \\
\psi_{\beta}^{t}, & \text{in medium } \beta
\end{cases},
\]

where \( (\alpha, \beta) = (1, 2) \) or \( (2, 1) \). The wavenumber vectors \( k_{\alpha}^{i}, k_{\alpha}^{r}, k_{\beta}^{t} \) and their components are given by:

\[
k_{\alpha}^{i} = \hat{x}p_{\alpha}^{i} + \hat{y}q_{\alpha}^{i}, \quad p_{\alpha}^{i} = k_{\alpha} \cos \theta, \quad q_{\alpha}^{i} = k_{\alpha} \sin \theta,
\]

\[
k_{\alpha}^{r} = \hat{x}p_{\alpha}^{r} + \hat{y}q_{\alpha}^{r}, \quad p_{\alpha}^{r} = p_{\alpha}^{i}, \quad q_{\alpha}^{r} = -q_{\alpha}^{i},
\]

\[
k_{\beta}^{t} = \hat{x}p_{\beta}^{t} + \hat{y}q_{\beta}^{t}, \quad p_{\beta}^{t} = p_{\alpha}^{i}, \quad q_{\beta}^{t} = (\alpha - \beta) \cdot \text{conj} \left\{ \sqrt{(k_{\beta}^{t})^{2} - (p_{\beta}^{t})^{2}} \right\}.
\]

In Eq. (17), note that \( \theta \) is the directional angle of the incident wave with respect to the \(+x'\) direction, and therefore:

\[
\begin{align*}
(i) \quad -\pi < \theta < 0 & \iff (\alpha, \beta) = (1, 2), \\
(ii) \quad 0 < \theta < +\pi & \iff (\alpha, \beta) = (2, 1).
\end{align*}
\]

In the definition of \( q_{\beta}^{t} \), we take the positive branch of \( \sqrt{k_{\beta}^{t}^{2} - (p_{\beta}^{t})^{2}} \) to avoid the exponentially-growing wave, and \( \text{conj} \{z\} \) refers to the complex conjugate of \( z \). The reflective coefficient \( R_{\alpha\alpha} \) and transmission coefficient \( T_{\beta\alpha} \) can be determined by the interface conditions Eq. (3) and Eq. (4), and are formulated as the Fresnel equations [19] given by Eq. (19):

\[
R_{\alpha\alpha} = \frac{q_{\alpha}^{r} - \theta \cdot q_{\beta}^{t}}{q_{\alpha}^{i} + \theta \cdot q_{\beta}^{t}}, \quad T_{\beta\alpha} = 1 + R_{\alpha\alpha}, \quad \theta = \begin{cases} 
1, & \text{for TE} \\
\frac{n_{\alpha}^{2}}{n_{\beta}^{2}}, & \text{for TM}
\end{cases}.
\]

♦ Step 2: construction of the matrix equation

We consider selected directions \( \theta_{m}^{(1)} \) \((m = 1, 2, \ldots, M_{1})\) for plane waves launched from medium 1, and directions \( \theta_{m}^{(2)} \) \((m = 1, 2, \ldots, M_{2})\) for waves launched from medium 2. The local field solution can be expressed as:

\[
u(x', y') = \sum_{m=1}^{M_{1}} \left[ \sum_{n=1}^{M_{2}} c_{m}^{(1)} \psi_{1}^{(m)}(x', y'; \theta_{m}^{(1)}) + \psi_{11}^{t}(x', y'; \theta_{m}^{(1)}) \right] + \sum_{m=1}^{M_{2}} c_{m}^{(2)} \left[ \psi_{2}^{(m)}(x', y'; \theta_{m}^{(2)}) + \psi_{12}^{t}(x', y'; \theta_{m}^{(2)}) \right], \quad y' \geq 0
\]

\[
\sum_{m=1}^{M_{1}} \left[ \sum_{n=1}^{M_{2}} c_{m}^{(1)} \psi_{21}^{(m)}(x', y'; \theta_{m}^{(1)}) + \psi_{12}^{t}(x', y'; \theta_{m}^{(1)}) \right] + \sum_{m=1}^{M_{2}} c_{m}^{(2)} \left[ \psi_{2}^{(m)}(x', y'; \theta_{m}^{(2)}) + \psi_{22}^{t}(x', y'; \theta_{m}^{(2)}) \right], \quad y' < 0
\]

For the eight surrounding control nodes, we denote the interface-oriented coordinate of points belonging to medium \( i \) as \( (x_{i}^{(o)}, y_{i}^{(o)}) \), where \( n = 1, 2, \ldots, N_{i} \) and \( i = 1, 2 \). Of course, \( N_{1} + N_{2} = 8 \). Evaluating Eq. (20) at these surrounding points leads to the following matrix equation:

\[
u = \Psi c \iff \begin{bmatrix} u_{1} \\ u_{2} \end{bmatrix} = \begin{bmatrix} \Psi_{11} & \Psi_{12} \\ \Psi_{21} & \Psi_{22} \end{bmatrix} \begin{bmatrix} c_{1} \\ c_{2} \end{bmatrix}.
\]
Here $\mathbf{u}$ is the reordered vector $\mathbf{u}_c$ of Eq. (7). $\Psi$ is an 8-by-$M$ matrix formed by four sub-matrices $\Psi_{ij}$, which stands for the total field in medium $i$ subject to the incident wave originating from medium $j$. $M = M_1 + M_2$, which is the total combined set of local plane-wave solutions. The subscripts of $\mathbf{u}, \mathbf{c}$ denote the particular medium associated with the variables. Finally, we evaluate Eq. (20) at the central point $(x, y) = (0, 0)$ to obtain

$$u_0 = \mathbf{c}^T \psi_0. \quad (22)$$

Here the $M$-by-1 vector $\psi_0$ is simply the collection of each combined plane wave solutions evaluated at the central point.

♦ Step 3: LPWE compact stencil

To solve for Eq. (21) we first must choose $M_1$ and $M_2$ based on an empirical rule, which is dependent on the index contrast and the ratio between $N_1$ and $N_2$. The directions of the incident plane waves are often chosen to be the Gauss quadrature directions. We choose $M = M_1 + M_2 = 8$ so that $\Psi$ is an 8-by-8 square matrix. In cases we have tested, $\Psi$ is invertible, hence we can express the weighted coefficients in terms of the eight surrounding local fields, which is:

$$\mathbf{c} = \Psi^{-1} \mathbf{U}. \quad (23)$$

Substituting Eq. (23) into Eq. (22) we have $u_0 = (\Psi^{-1} \mathbf{U})^T \psi_0$, and thus the LPWE-based compact stencil vector $\mathbf{d}$, which is the reordered $\mathbf{w}$ vector of Eq. (7), is given by:

$$\mathbf{d} = (\Psi^{-1})^T \psi_0. \quad (\text{LPWE}) \quad (24)$$

Once we have the solution for the edge and corner points of a given square cell situated near a dielectric interface, the local field can be obtained with Eqs. (20) and (23). Thus, we have the reconstruction formula for the field defined everywhere within the cell from its eight surrounding points.

4. INVESTIGATION ON THE LOCAL ERROR OF LPWE COMPACT STENCILS

In this section we investigate the performance of the LPWE formulation by examining the characteristics of its relative local errors rather than studying certain bench-mark problems which produce global errors including grid dispersion errors and errors from the numerical transparent boundary conditions. We consider $N_A$ sets of plane wave solutions given by Eq. (16) and Eq. (17). The direction angle of the incident wave for the $m$-th set of plane wave solution is denoted by $\theta_m$, $m = 1, 2, \ldots, N_A$. As indicated by Eq. (18), negative values of $\theta_m$ represent the sets whose incident waves launched from medium 2 while positive values of $\theta_m$ is associated with waves launched from medium 1. In the error analysis, we set $0.01^\circ \leq |\theta_m| \leq 179.99^\circ$ to cover all incidental angles less than 89.99 degrees. Zero and 180 degree grazing angles are excluded to avoid divided by zero errors. Here we set $N_A$ to be a large number to ensure smoothly varying error curves.

For a plane wave solution corresponding to a particular $\theta_m$, the exact values at the nine FD grid points, $u_{i,m}^{\text{exact}}$ ($i = 0, 1, 2, \ldots, 9$), can be analytically calculated. The numerical value of the central field, $u_{0,m}^{\text{nume}}$ is computed using:

$$u_{0,m}^{\text{nume}} = \sum_{i=1}^{8} w_i \cdot u_{i,m}^{\text{exact}}, \quad (25)$$

where stencil coefficients $\{w_i | i = 1, 2, \ldots, 8\}$ are defined in Eq. (7). The relative local error is defined as:

$$\varepsilon_r^{(m)} = \frac{|u_{0,m}^{\text{nume}} - u_{0,m}^{\text{exact}}|}{|u_{0,m}^{\text{exact}}|}, \quad m = 1, 2, \ldots, N_A. \quad (26)$$

Such a criterion allows us to focus solely on the error for FD-like compact stencils for the interface. $n_H$ and $n_L$ respectively denote higher and lower refractive indices. The dielectric contrast is defined as $n_{de} = n_H/n_L$. The sampling density (number of sampling point per wavelength) $N_A$ is defined for the high index medium. The maximum relative local error or $L_\infty$-norm of $\varepsilon_r^{(m)}$ is defined as:

$$\varepsilon_{\text{max}} = \max_{1 \leq m \leq N_A} \left\{ \varepsilon_r^{(m)} \right\}. \quad (27)$$
4.1. Relative Error V.S. Direction Angle

In Fig. 2 we plot local errors of LPWE versus three previously mentioned FD-like formulae for a centered horizontal interface \((a, b, c) = (0, 1, 0)\). The curves of relative error versus incident angle are plotted for low contrast \((n_{dc} = 1.5)\) in Fig. 2(a) and for high contrast \((n_{dc} = 3.5)\) in Fig. 2(b) at a spatial sampling density of ten points per wavelength. Note that FD-MatAve scheme maintains about 1% error except for the high contrast TM case. The FD-AIC maintains a relative error of less than 1% in all four cases. In general we can clearly see that LPWE scheme has an advantage of more than 20 dB over other formulae subject to an arbitrary incident plane wave for both low and high contrast cases. For aforementioned schemes, the numerical anisotropy is worse in the range of \(-180^\circ < \theta < 0^\circ\) due to the existence of total internal reflection as waves launched from the high to the low index region. We also observed an interesting fact that only for TE cases, relative local errors are continuous across the two adjacent grazing angles coming from either region.
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**Figure 2.** Comparison of relative local errors versus direction angles for various compact stencils sampled at 10 points per wavelength. (a) Low contrast: \(n_{dc} = 1.5\), (b) High contrast: \(n_{dc} = 3.5\).
4.2. Maximum Relative Error V.S. Sampling Density

Next we plot maximum relative errors versus sampling density $N_\lambda$. Low-contrast cases are plotted in Fig. 3(a) and high-contrast cases in Fig. 3(b).

From Fig. 3, we find the oversimplified formula CmptHIC converges very slowly as sampling density increases. The FD material-averaging scheme needs nine points per wavelength (for the higher index

**Figure 3.** Comparison of maximum relative errors for various compact stencils as functions of sampling density for (a) low contrast and (b) high contrast. (a) **Low contrast:** $n_{dc} = 1.5$, (b) **High contrast:** $n_{dc} = 3.5$. 
region) to achieve less than 1% relative local errors for TE cases. We need a $N_\lambda = 12$ to achieve the same level of accuracy for the TM case. As seen from Fig. 3(b) the effectiveness of FD-MatAve scheme decreases for TM cases with higher index contrasts. In contrast, FD-AIC is able to maintain low 1% maximum relative error at the cost of $N_\lambda = 9$ independent of index contrast or polarization. Obviously, the convergence rates of LPWE are much better and LPWE maintains a very little relative error in all cases considered. The slopes of these log-log curves in Fig. 3 are related to the convergence rate defined as:

$$\xi = - \lim_{N_\lambda \to \infty} \Delta \log_{10}(\varepsilon_{\text{max}})/\Delta \log_{10}(N_\lambda).$$

(28)

Based on this definition, we find that $\xi_{\text{CmpHIC}} \approx 2$, $\xi_{\text{MatAve}} = 3$, $\xi_{\text{FD-AIC}} = 4$ and $\xi_{\text{LPWE}} \approx 7$ as shown in Fig. 3.

4.3. Maximum Relative Local Errors of LPWE V.S. Sampling Density for Various Inclined Interfaces

Now we investigate the characteristics of the maximum relative local error (MRLE) of the LPWE scheme for five types of line orientations, which are tabulated in Table 1. The types are classified by the $(a, b, c)$ parameters Two horizontal ($A$, $E_>$, $E_<$), one diagonal ($B$) and two slanted ($C_>$, $C<$ and $D_>$, $D<$) line types are considered in this paper.

Table 1. Notations for various interface types.

<table>
<thead>
<tr>
<th>$(a, b, c)$</th>
<th>(0, 1, 0)</th>
<th>(-1, 1, 0)</th>
<th>(-1, 2, 1)</th>
<th>(-1, 1, 1)</th>
<th>(0, 1, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1 &gt; n_2$</td>
<td>A (6-8)</td>
<td>B (7-9)</td>
<td>C$_&gt;$ (4-6)</td>
<td>D$_&gt;$ (6-8)</td>
<td>E$_&gt;$ (8)</td>
</tr>
<tr>
<td>$n_1 &lt; n_2$</td>
<td></td>
<td></td>
<td>C$_&lt;$ (5-6)</td>
<td>D$_&lt;$ (7-8)</td>
<td>E$_&lt;$ (8)</td>
</tr>
<tr>
<td>Layout</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For each variation, its interface geometry can be applied to other cases via a flip across the $x$-axis, $y$-axis or the $x$-$y$-axis. For example, the vertical interface can be obtained by applying $x$-$y$ symmetry to the horizontal interface. The blue numbers in the parenthesis of Table 1 signify the corresponding convergence orders of the local error $\xi$ defined in Eq. (28). As shown in Fig. 4, the MRLE of LPWE formulation is plotted as function of $N_\lambda$, the sampling density for each type of interface Note that the MRLE for the homogeneous nine-point formula, FBS based LFE-9 [6], given in Eq. (29), is also plotted to serve as a benchmark for two-medium LPWE compact stencils. Also note the relative local error for LFE-9 is evaluated for the high index region.

$$u_0 = \frac{J_4(V_s) \cdot (u_2 + u_4 + u_5 + u_7) + J_4(V) \cdot (u_4 + u_6 + u_8)}{4[J_4(V_s) \cdot J_0(V) + J_4(V) \cdot J_0(V_s)]}. \quad (29)$$

In Eq. (29), $V_s = \sqrt{2}V$, and $J_n$ is the Bessel function of the first kind of order $n$. LFE-9 exhibits eighth-order accuracy for the relative local errors as shown in Fig. 4, and the results are consistent with the LFE-9’s local error formula given by Eq. (15) in [8].

Observing Fig. 4(a) and Fig. 4(b), LPWE stencils exhibits high-order accuracy for various dielectric contrast and for assorted line orientations. Even at the worst case scenario only four points per wavelength are required ($N_\lambda \geq 4$) to achieve less than 1% errors. And with a small increase of the sampling density to $N_\lambda \geq 4.5$, the MRLE decreases to an order of magnitude less. The convergence rate for the MRLE of assorted LPWE stencils is about fifth- to eighth-order accuracy in TE case, and about fourth- to ninth-order accuracy in TM case. We also note these errors are slightly more sensitive to interface layout in TM cases than those in TE cases.
5. DISCUSSIONS

The effectiveness of the stencil coefficients for LPWE-based CLF schemes are crucially dependent on the following parameters:

(I) \( M_i, i = 1, 2 \): The number of plane waves launched from medium \( i \).

(II) \( \theta_{m}^{(i)}, i = 1, 2 \): The directions angles of plane waves launched from medium \( i \).

Keep in mind that we have only eight constraints (Eq. (28)).
When \( M_1 + M_2 > 8 \) we have an under-determined system of linear equations. The solutions to Eq. (21) are not unique and we have to resort to linear algebra methods to obtain a “good” solution. We have discovered that the local error can be reduced by using larger \( M_i \) pairs with uniformly distributed \( \theta_m^{(i)} \). We also note that the accuracy increases very slowly as the sum of \( M_1 \) and \( M_2 \) exceed the low hundreds. In another approach we may choose a suitable \( \theta_m^{(i)} \), for example the Gauss quadrature directions, to obtain satisfactory coefficients while \( M_1 + M_2 = 8 \). The optimized choice of \( M_i \) and \( \theta_m^{(i)} \) for general cases is still an open question. Finally, unlike other stencils, the computed LPWE coefficients are complex numbers with tiny imaginary parts. To conclude this section we summarize the characteristics of LPWE and other FD-like formulae in Table 2.

### Table 2. Comparison of various FD-like schemes for Helmholtz interface problems.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Stencil</th>
<th>Formula</th>
<th>C.O.*</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>CmptHIC</td>
<td>3-point</td>
<td>Eq. (8)</td>
<td>2</td>
<td>An intuitive formula.</td>
</tr>
<tr>
<td>FD-MatAve</td>
<td>5-point</td>
<td>Eq. (10)</td>
<td>3</td>
<td>An easily implementable method for all types of interfaces. Performance is better for TE cases. Not very good for cases with high index contrasts.</td>
</tr>
<tr>
<td>FD-AIC</td>
<td>5-point</td>
<td>Eq. (14)</td>
<td>4</td>
<td>Accurate enough for both TE and TM cases. Performance slightly affected by dielectric contrasts. May be extended to arbitrarily-sloped interfaces.</td>
</tr>
<tr>
<td>LPWE</td>
<td>9-point</td>
<td>Eq. (24)</td>
<td>4–8</td>
<td>Highly accurate for wide index contrasts and both polarizations. Flexible for arbitrary types of interfaces.</td>
</tr>
</tbody>
</table>

*\(^\text{C.O.} = \text{convergence order of the maximum relative local error}\)*

### 6. CONCLUSIONS

In this paper we present LPWE formulation for deriving FD-like compact stencils for points near or on a dielectric interface. The effectiveness of LPWE coefficients is dependent on the particular choice of modeling parameters, namely the number of local plane waves and their incident angles. We numerically demonstrate that for various types of straight interfaces with low to high dielectric contrasts, our LPWE scheme maintains between fourth to eighth-order (local) accuracy for both TE and TM polarizations. Compared with existing compact stencils derived from either the FD-MatAve or the FD-AIC schemes, LPWE enjoys an accuracy advantage of more than 20 dB. We also numerically determine that we have fourth to eighth-order accuracy in LPWE stencil local errors. Moreover, the overall performance of our proposed LPWE-based compact stencils for Helmholtz equation with a planar dielectric interface is on par with the known optimal FSB-based LFE-9 formula for homogeneous media. This is a crucial step toward obtaining high-order accurate, numerical solutions to the Helmholtz equation of complex passive EM/optical waveguide devices.
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