Solving the Problem of Electromagnetic Wave Scattering on Small Impedance Particle by Integral Equation Method

Mykhaylo Andriychuk*

Abstract—The problem of electromagnetic (EM) wave scattering on small particles is reduced to solving the Fredholm integral equation of the second kind. Integral representation of solution to the scattering problem leads to necessity to determine some unknown function contained in integrand of this equation. The respective linear algebraic system (LAS) for the components of this unknown vector function is derived and solved by the successive approximation method. The region of convergence of the proposed method is substantiated. The numerical results show rapid convergence of the method in the wide region of the physical and geometrical parameters of problem. Comparison of the obtained results with Mie type and asymptotic solutions demonstrates high degree of accuracy of the proposed method. The numerical results of scattering on particles of several forms and sizes are presented.

1. INTRODUCTION

Investigation of wave scattering on a finite body of an arbitrary shape has continuous history; in this connection, one can note fundamental publications on EM wave scattering [17, 23, 28] and acoustic and light scattering [10, 22, 38], as well the well-known monographs [24, 35], where a variety of methods to their solving were proposed and justified. In the classical work of Mie [21], a rigorous analytical solution for a spherical body was derived. Starting from the middle of last century, the integral equation method (IEM) was applied widely for solving this problem, including acoustic [19] and sound [6] scattering. A variety of numerical methods for solving the light scattering problems were developed in [4]. In works [8, 11, 25, 27], the IEM was developed and applied to the bodies of the non-coordinate form and of different physical properties (impedance, ideally conducting, dielectric bodies). The combination of the IEM with asymptotic techniques [14] and combination of it with iterative methods [13] were applied to solving the scattering problem on conducting bodies. The IEM in conjunction with the Green function method was used in [18, 20, 39] and for solving the diffraction problem on perfectly conducting scatterers. The review of progress, advantages, existing problem and difficulties of the IEM were summarized in [40]. In book [28], the problems related to the specific performances of scattering by small bodies of an arbitrary shape were discussed. The specific methods and algorithms were developed in [16] for solving EM wave diffraction by finite plane array of small bodies.

In conjunction with widely using PC technique and development of computational methods, such numerical method as the method of moment, finite element method, and projective methods were used successfully for solving the specific scattering problems [36, 37, 43].

Despite the presence of such a large number of publications on this topic and diversity of methods to solve related problems, development of methods for solving the scattering problem for the case of a body of an arbitrary shape with specific physical conditions is important. This is because of using the scattering theory in the diverse application areas, such as medical imaging and testing [3], geophysical
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exploration [5], non-destructive testing [9], THz technology [7], moving the antenna technique to new perspective frequency bands [26].

In this paper, we consider the application of the IEM for solving the scattering problem of EM field on an impedance body of an arbitrary shape. The obtained solution will be compared with the previously obtained asymptotic solution and known Mie solution from [2] to determine accuracy of the approach developed here and to define limits of application of these methods. The application of previously developed asymptotic approach of Ramm [30] and proposed method will be used in the future to improve the procedure of creating medium with a given refraction coefficient [1] and permeability [33] by embedding into medium a large number of small particles.

Because of high intrinsic interest for wave scattering by one small impedance particle, the developed approach allows one to generalize it to the case of many particles and to obtain some physically interesting conclusions about changes of material properties of the medium in which many small particles are embedded [31, 32]. These results were presented firstly in paper [29], and they were used for developing a method for creating materials with a desired refraction coefficient by embedding many small impedance particles into a given medium for scalar wave scattering [1], as well as for electromagnetic wave scattering [31]. In contrast to above papers, where the explicit expression of solution to the diffraction problem was obtained, we deal here with another method of solving the scattering problem. The paper discusses the possibility to solve the formulated scattering problem using the solution of obtained Fredholm integral equation of the second kind. The problems, related to investigation of the successive approximation method for LAS, corresponding to this equation, are discussed.

The impedance boundary conditions widely applicable in physics and do not require that the body is small or large. One can pass to the limit in the equation for the effective field [30] in the medium, obtained by embedding many small impedance particles into a given medium. This leads to a need for numerical calculations showing the possibility to use the developed asymptotic theory in the wide range of parameters, such as radius $a$ of the particle, its boundary impedance $ζ$, distance $d$ between neighboring particles, and wavelength. The numerical results obtained on the basis of the solution to Fredholm integral equation will allow to testify that the asymptotic theory developed in the papers mentioned above is rigorous, and its application to creating media with desired refraction coefficient or permeability is physically defensible.

**2. STATEMENT OF PROBLEM**

The EM field scattered by a limited particle with smooth boundary $S$ satisfies

$$\nabla \times E = i\omega \mu_0 H, \quad \nabla \times H = -i\omega \varepsilon_0 E \quad \text{in} \quad D' = \mathbb{R}^3 \setminus D,$$

here $D$ is the particle region. The outside medium is described by constant permittivity $\varepsilon_0 > 0$ and constant permeability $\mu_0 > 0$, and $ω$ is the frequency. The impedance boundary conditions have the form

$$[N, [E, N]] = \zeta[H, N] \quad \text{on} \quad S,$$

where $ζ$ is the surface impedance of $S$, $N$ the outside normal on $S$, and radiation conditions:

$$E = E_0 + E_s, \quad H = H_0 + H_s,$$

where $E_0$, $H_0$ are the components of incident field, and $E_s$, $H_s$ are the components of scattered field.

In Equation (2) $[E, N] = E \times N$ is a cross product of two vectors.

Equation (1) and boundary conditions in Eq. (2) can be written as:

$$\nabla \times \nabla \times E = k^2 E \quad \text{in} \quad D', \quad H = \frac{\nabla \times E}{i\omega \mu_0},$$

$$[N, [E, N]] = \frac{\zeta}{i\omega \mu_0} [\nabla \times E, N] \quad \text{on} \quad S,$$

where $k$ is the wavenumber, $k = \omega(\varepsilon_0 \mu_0)^{1/2}$, and smallness of a particle means that $ka \ll 1$, where $a$ is the effective radius of scattering.

Hence, the problem can be reduced to determination of one vector $E$. After its determination, $H$ components are determined by the second formula of Eq. (4).
3. METHOD OF SOLUTION

The vector $E$ is sought in the form

$$E = E_0 + \nabla \times \int_S g(x, t) J(t) dt, \quad g(x, t) = \frac{e^{ik|x-t|}}{4\pi|x-t|},$$

where $J(t)$ is an unknown function which will be determined below, and $g(x, t)$ is Green function of free space.

In order to obtain the integral equation for function $J(t)$, we substitute the first expression of Eq. (6) into boundary conditions in Eq. (5). Using the know formula

$$\left[ N, \nabla \times \int_S g(x, t) J(t) dt \right]_{x=\pm} = \int_S [N, [\nabla g(x, t) J(t)]] dt \pm \frac{J(t)}{2},$$

where by $\mp$ are marked limit values at passing variable $x$ to boundary $S$ of the domain $D$ outside and inside, and $\nabla g(x, t)$ is the derivative of Green function with respect to variable $x$. We obtain in the general operator form

$$J = AJ + f.$$  

Eq. (8) is Fredholm integral equation of the second kind.

Action of operator $A$ and function $f$ are defined as

$$AJ = -2[N, BJ], \quad f = 2[f_e, N].$$

Operator $B$ acts in such a way

$$B[J(S)] = \int_S [N, [\nabla g(x, t), J(t)]] dt, N + \zeta i\omega \varepsilon_0 \int_S g(x, t) J(t) dt, N,$$

and function $f_e$ is presented in the form

$$f_e(S) = [N, E_0(S), N] - \frac{\xi}{i\omega \mu_0} [\nabla \times E_0(S), N].$$

Operator $A$ is linear and compact in the space $C(S)$. Therefore, Eq. (8) is of Fredholm type, and it is solvable for any right part $f \in T$ if the homogeneous equation, corresponding to Eq. (8), has only trivial solution $J = 0$. $T$ is a set of all tangential to $S$ continuous vector fields such that $\text{Div} E^t = 0$, where $\text{Div}$ is the surface divergence, and $E^t$ is the tangential component of $E$. The fact that Eq. (8) is solvable verifies

Lemma 3.1 Assume that $J \in T, J \in C(S)$, and $J = AJ$, then $J = 0$.

One can find the lemma proof in [31].

The cross product in Eqs. (9), (10), and (11) mismatches the components of function $J$; this yields the use of the method of successive approximations while passing from Eq. (8) to the respective LAS (see, for example, Eq. (26) below).

4. DETERMINATION OF THE MATRIX COEFFICIENTS OF INTEGRAL EQUATION FOR VECTOR $J$

In the matrix form Eq. (8) looks like as follows

$$\begin{pmatrix} J_x \\ J_y \\ J_z \end{pmatrix} = \begin{pmatrix} A_{xx} & A_{xy} & A_{xz} \\ A_{yx} & A_{yy} & A_{yz} \\ A_{zx} & A_{zy} & A_{zz} \end{pmatrix} \begin{pmatrix} J_x \\ J_y \\ J_z \end{pmatrix} + \begin{pmatrix} f_x \\ f_y \\ f_z \end{pmatrix}.$$
The right parts of Eq. (12) are expressed by the next formulas

$$f_x = \left[ E_{0y} \cos \theta - E_{0z} \sin \theta \sin \varphi \right] - \frac{\zeta}{i\omega \mu_0} \left[ \left( \frac{\partial E_{0z}}{\partial y} - \frac{\partial E_{0y}}{\partial z} \right) \left( -\cos^2 \theta - \sin^2 \theta \sin^2 \varphi \right) + \left( \frac{\partial E_{0y}}{\partial x} - \frac{\partial E_{0x}}{\partial y} \right) \sin \theta \cos \theta \cos \varphi \right], \quad (13)$$

$$f_y = \left[ E_{0z} \cos \varphi - E_{0x} \cos \theta \right] - \frac{\zeta}{i\omega \mu_0} \left[ \left( \frac{\partial E_{0x}}{\partial z} - \frac{\partial E_{0z}}{\partial x} \right) \left( -\sin^2 \theta \cos^2 \varphi - \cos^2 \theta \right) + \left( \frac{\partial E_{0z}}{\partial y} - \frac{\partial E_{0y}}{\partial z} \right) \sin \theta \cos \theta \sin \varphi \right], \quad (14)$$

$$f_z = \left[ E_{0x} \sin \theta \sin \varphi - E_{0y} \sin \theta \cos \varphi \right] - \frac{\zeta}{i\omega \mu_0} \left[ \left( \frac{\partial E_{0y}}{\partial x} - \frac{\partial E_{0x}}{\partial y} \right) \left( \sin^2 \theta \sin^2 \varphi - \sin^2 \theta \cos^2 \varphi \right) + \left( \frac{\partial E_{0x}}{\partial z} - \frac{\partial E_{0z}}{\partial x} \right) \cos \theta \sin \theta \sin \varphi \right]. \quad (15)$$

The components of operator $A$ are determined by

$$A_{xx} = 2 \int_S \left( \frac{\partial g(x, y, z, t')}{\partial y} \sin \theta' \sin \varphi' + \frac{\partial g(x, y, z, t')}{\partial z} \cos \theta' \right) dt'$$
$$+ 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' (-\sin^2 \theta \sin^2 \varphi - \cos^2 \theta), \quad (16)$$

$$A_{xy} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial x} \sin \theta' \sin \varphi' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin^2 \theta \sin \varphi \cos \varphi, \quad (17)$$

$$A_{xz} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial x} \cos \theta' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin \theta \cos \theta \cos \varphi, \quad (18)$$

$$A_{yx} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial y} \sin \theta' \cos \varphi' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin^2 \theta \sin \varphi \cos \varphi, \quad (19)$$

$$A_{yy} = 2 \int_S \left( \frac{\partial g(x, y, z, t')}{\partial z} \cos \theta' \sin \varphi' + \frac{\partial g(x, y, z, t')}{\partial x} \cos \theta' \cos \varphi' \right) dt'$$
$$+ 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' (-\cos^2 \theta - \sin^2 \theta \cos^2 \varphi), \quad (20)$$

$$A_{yz} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial y} \cos \theta' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin \theta \cos \theta \sin \varphi, \quad (21)$$

$$A_{zx} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial z} \sin \theta' \cos \varphi' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin \theta \cos \theta \cos \varphi, \quad (22)$$

$$A_{zy} = -2 \int_S \frac{\partial g(x, y, z, t')}{\partial z} \sin \theta' \sin \varphi' dt' + 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin \theta \cos \theta \sin \varphi, \quad (23)$$

$$A_{zz} = 2 \int_S \left( \frac{\partial g(x, y, z, t')}{\partial x} \sin \theta' \cos \varphi' + \frac{\partial g(x, y, z, t')}{\partial y} \sin \theta' \sin \varphi' \right) dt'$$
$$+ 2i\zeta \omega \mu_0 \int_S g(x, y, z, t') dt' \cdot \sin^2 \theta. \quad (24)$$
In Equations (16)–(24), variable $t'$ corresponds to the integration point in $S$ with coordinates $r', \theta', \varphi'$ ($x', y', z'$), and $r, \theta, \varphi$ ($x, y, z$) are the coordinates of observation point outside $S$.

Using discretization of Eq. (12), we pass to the respective LAS for determination of $J_x, J_y$, and $J_z$ components. This LAS for component $J_x$ has the form

$$\tilde{J}_x = \tilde{A}_{xx}J_x + \tilde{A}_{xy}J_y + \tilde{A}_{xz}J_z + \tilde{f}_x,$$

or

$$(I - \tilde{A}_{xx})\tilde{J}_x = \tilde{A}_{xy}\tilde{J}_y + \tilde{A}_{xz}\tilde{J}_z + \tilde{f}_x,$$

where $I$ is the unit matrix, and mark “tilde” indicates the discretized form of operator $A$ components, and functions $J$ and $f$ elements. The formulas for determination of $\tilde{J}_y$ and $\tilde{J}_z$ components are similar to Eq. (26).

It follows from Eq. (26) that for determination of component $\tilde{J}_x$ it is necessary to have values of the rest components $\tilde{J}_y$ and $\tilde{J}_z$. In this connection, we will use the method of successive approximations for search of $\tilde{J}$ components similar to [13]. In the first stage, we prescribe $\tilde{J}_{y0}$ and $\tilde{J}_{z0}$; having these two values, we determine $\tilde{J}_{x1}$. In the next stage, we determine $\tilde{J}_{y1}$ by $\tilde{J}_{x1}$ and $\tilde{J}_{z0}$. In the third stage, we determine $\tilde{J}_{z1}$, using found $\tilde{J}_{x1}$ and $\tilde{J}_{y1}$.

In accordance with necessary condition of convergence [12], the iterative process for Eq. (26) converges if $||A|| < 1$. The norm of operator $A$ is understood here as the norm of respective kernel. This leads to a condition on the parameters $a, \zeta, \omega$. This condition can be formulated as

**Theorem 4.1** Let the components of operator $A$ be determined by Equations (16)–(24), and $ka \ll 1$, then the iterative process for solving the integral Fredholm Eq. (8) converges if the condition

$$12\pi a\zeta \omega \mu_0 < 1$$

(27)

is fulfilled.

Note: Formula (27) is obtained from the necessary condition of convergence of the iterative process to solve system (12). One can obtain more exact estimation while investigating the properties of respective Fredholm operator $A$ in Eq. (8). Such an investigation needs separate attention. The numerical calculations show that the developed algorithm has a smart property: nevertheless there is non-convergence in the first iterations; it becomes the convergence in the next iterations (see, for example, Fig. 4).

5. NUMERICAL RESULTS

The numerical algorithms for solving the diffraction problem in Eqs. (1)–(3) need accurately taking into account of requirements related to convergence of the proposed iterative procedure for determination of the $J(t)$ components by the proposed iterative procedure (see [13]). The numerical results show that domain of convergence for this procedure is wide enough. The characteristic of convergence is investigated for $J_x, J_y, J_z$ components for various values of radius $a$ of particle. The rest parameters of problem are as follows: $\varepsilon_0 = 8.85 \times 10^{-12} \text{ F/m}$, $\mu_0 = 4\pi \times 10^{-7} \text{ H/m}$, $\omega = 229.86 \text{ GHz}$ ($k = 0.1 \text{ m}^{-1}$), $\zeta = 500$. The values of $E$ components are determined by the explicit formula (6) as soon as the components of $J$ are determined.

5.1. Convergence of Iterative Procedure

In Figs. 1–3, the characteristic problems of iterative process for small values of radius $a$ are presented. One can see that iterative process converges very rapidly. The relative error of solution is determined as degree of accuracy. This error is determined as

$$\text{RE} = \frac{|V_{n+1} - V_n|}{|V_{n+1}|},$$

(28)

where $V_n, V_{n+1}$ are values of the respective components in $n$th and $n + 1$th iterations, $V = \{J_x, J_y, J_z\}$. At $a = 1.0$, the relative error for $J_x$ component (see Fig. 1) decreases from 4.28% in the first iteration
to 0.015% in the seventh iteration. This error diminishes if \( a \) decreases. So, at \( a = 0.1 \), the values of relative error are equal to 0.52% and 0.004%, respectively. The respective values of the relative error for \( J_y \) component are equal to 8.32% and 0.013% for \( a = 1.0 \), and 1.07% and 0.004% for \( a = 0.1 \) (Fig. 2). These values for \( J_z \) are equal to 2.03% and 0.006% for \( a = 1.0 \), and 0.78% and 0.002% for \( a = 0.1 \) (Fig. 3). Summarizing these results, one can conclude that exactness of the obtained solutions does not exceed several thousandths of percent; therefore, the values of respective \( E \) components will be calculated with guaranteed high accuracy.

In order to determine the region of the applicability of the proposed method of successive approximation, we carry out calculations in wide region of parameter \( a \). It is found that with growth of \( a \), the iterative procedure becomes somewhat instable, and it becomes divergent at \( a > 10.0 \). This is explained by the fact that the condition in Eq. (27) does not hold at the given \( \omega \) and \( \zeta \).

In Fig. 4, the behavior of convergence is shown at \( a = 5.0 \). One can see that the convergence for \( J_y \) and \( J_z \) component is non-monotone. Moreover, the values of relative error are greater than that for small values of \( a \) (in the first stage, they are equal to 9.39%, 18.51%, and 7.49% for \( J_x \), \( J_y \) and \( J_z \) components, respectively). The number of necessary iterations to achieve the same degree of accuracy

---

**Figure 1.** The relative error of \( J_x \) component versus number \( K \) of iteration.

**Figure 2.** The relative error of \( J_y \) component versus number \( K \) of iteration.

**Figure 3.** The relative error of \( J_z \) component versus number \( K \) of iteration.

**Figure 4.** The relative error of \( J \) components versus number \( K \) of iteration, \( a = 5.0 \).
as for small $a$ grows twice. So the relative error equal to thousandths of percent is achieved on 15 iteration, and it is equal to 0.008%, 0.007%, and 0.005% for $J_x$, $J_y$, and $J_z$ components, respectively.

After determination of the area of convergence of the problem’s parameters, one can deal with solving the diffraction problem. The first step consists of solving Eq. (8) by means of passing to LAS corresponding to Eq. (12). Let us consider the case of plane wave $E_0 = \beta e^{i \alpha \cdot x}$; $\beta$ is constant vector; $\alpha$ is unit vector, and $\alpha \cdot \beta = 0$. If the components of vector-function $J$ are determined, the values of vector $E$ are determined explicitly by formula (6). For the considered case, vector $E$ has only $x$-component, and $E_y \equiv E_z \equiv 0$. In practice, the spherical components of electromagnetic field are of much interest to researchers. In this connection, we pass to the spherical components of field using known formulas (see, for example, [15]). In Fig. 5, the amplitude of $E_r$ component is shown for $a = 0.1$, and the rest of parameters are the same as in the previous example. The field components are calculated at the distance $p = 2a$ from the particle center.

The electrical size of a particle at such $a$ is small: in our case $k = 0.1$, therefore total $ka = 0.01$ that corresponds to very small diameter of scattering, and amplitude of scattered field is fifth order lower than the amplitude of incident field that is equal to 1.0 in our case of plane wave. The maximal value of $E_r$ component is equal to $3.87 \times 10^{-5}$; the amplitude diminishes if $p$ grows. In the case that $a$ grows, the form of scattered field changes slightly, but the amplitude increases on several orders. For example, this amplitude is equal to 0.0913 at $a = 5.0$ (see Fig. 6).

5.2. Comparison with Mie Type and Asymptotic Solutions

In order to establish the accuracy of EM field components received by solving LAS for $J$ components and next determining them by formula (6), we compare the received results with Mie type solution received in [2]. Mie type solution is considered here as benchmark one. In Fig. 7, the relative error of our solution is demonstrated for different values of impedance $\zeta$. One can see that relative error grows slightly as $\zeta$ increases, but it does not exceed $3 \times 10^{-2}\%$ for the considered values of $a$. In fact, the relative errors are very close for $E_x$, $E_y$, and $E_z$ components; therefore, it is shown for component $E_x$ only. So, at $\zeta = 2000$, this error is equal to $3.1 \times 10^{-5}\%$ at $a = 0.01$, and it grows to $2.7 \times 10^{-2}\%$ at $a = 0.05$. The relative error diminishes if $\zeta$ decreases, equals $2.75 \times 10^{-2}\%$ at $\zeta = 2000$, and equals $0.75 \times 10^{-2}\%$ at $\zeta = 500$ for $a = 0.05$.

The numerical calculations carried out for the values of $a$ in the limits from 1.0 to 10.0 for different $\zeta$ show that relative error increases not more than one order. This testifies that the accuracy of our solution is very high, and it is comparable to the accuracy of Mie type solution. In this connection, we can consider our new solution as the benchmark one comparing it with the asymptotic solution obtained in [2]. In Fig. 8, the relative error of the asymptotic solution is shown for the same values of parameters.
and it is attained at $\zeta = 2000$ in the point $a = 0.04$, and it is equal to $3.3\%$. The minimal value of error is equal to $0.43\%$, and it is attained at $a = 0.01$. The relative errors for $E_y$ and $E_z$ components practically coincide for this case.

The obtained results show that the relative error of asymptotic solution is worse than the relative error in the previous example. In this connection, we compare our new solution with the solution obtained in [34], which is determined by the specified asymptotic formula. This formula contains an additional term taking into account the smallness of $a$ of the particle radius. It is found that the relative error of this specified asymptotic solution is much better than that for the regular asymptotic solution.

In Fig. 9, the relative error of solution obtained in [34] is shown for $E_x$ and $E_y$ components. As in the previous example, our new solution is considered as benchmark one. The plots demonstrate that we observe different relative errors for $E_x$ and $E_y$ components only at $\zeta = 2000$. The maximal error is attained for $E_x$ component at $a = 0.05$, and it is equal to $3.9 \times 10^{-2}\%$. The maximal error is attained for $E_y$ component at $a = 0.05$, and it is equal to $4.6 \times 10^{-4}\%$. The relative errors for $E_x$ and $E_y$ components at $\zeta = 500$ and $\zeta = 1000$ practically coincide, and this error for $E_z$ component coincides with relative error for $E_y$ component for all considered $\zeta$. The above results confirm that considering the additional term in the specified asymptotic solution (see [34]) has sense even at large values of $a$.

Of course, the proposed method cannot rival those proposed in [34] on the required computing time. The calculation of vector $E$ values is carried out by the explicit formulas (3.3) and (3.4) there. Here, we should calculate $E$ by formula (6) that implies solving integral equation (8) for vector $J$. The main disadvantage is that is that the elements of matrix $A$ and right part $f$ are respective integrals, and for their calculation we need a lot of time. For example, in [34] one needs about 0.5 sec (taking into account calculation of some preliminary parameters) for calculation $E$ value on PC with CPU 2.4 GHz for the particle with radius $a = 0.01 \text{ cm}$, $k = 1.0 \text{ cm}^{-1}$, at $\zeta = 500.0$; the calculation by the proposed method needs 1 min, 23.6 sec. However, the first advantage of the last method is that it is applicable to a large set of $a$ values.

The second advantage of method is that it can be applied successfully in the range of small wave lengths, because the respective algorithm is sensitive for product $a$ and $k$ only. For small $a$ and $\lambda(k = 2\pi/\lambda)$ values, $ka$ remains in the limits $1.0 \times 10^{-3}$ – $1.0$ (nanometer size of particle and micrometer length of wave, for example) that permits to have a good performance of algorithm in the range mentioned above. The numerical calculations show that the amplitude of scattered field diminishes by the respective law if the radius $a$ of particle decreases.

The numerical results, related to calculations with smaller values of $\zeta$ parameter, show that relative error can be reduced more than one order. In Fig. 10, the relative error is shown at $\zeta = 20, 50, 80$. One

**Figure 7.** Relative error of new solution for $E_x$ component.

**Figure 8.** The relative error of asymptotic solution [2].
can see that the maximal value of relative error is attained for $E_x$ component at $\zeta = 80$, and it is equal to $2.2 \times 10^{-5}\%$. The value of relative error for all components at $a = 0.01$ coincides for all considered $\zeta$, and it is equal about to $2.5 \times 10^{-5}\%$.

Summarizing the presented results, we conclude that the new solution, obtained by solving the Fredholm integral equation with next application of formula (6) is exact enough in the wide range of parameters $a$ and $\zeta$. The relative error in comparison with the Mie type solution does not exceed $3.0 \times 10^{-2}\%$, and relative error of specified asymptotic solution is slightly worse: it does not exceed $4.0 \times 10^{-2}\%$.

5.3. Case of the Ellipsoid Particle

The results, considered in the two previous subsections, concern the case of spherical particle. If we wish to solve the problem for the particle with another geometry, we should take into account the change of the particle form. For example, in the process of numerical solving Fredholm Eq. (8) and LAS respective to it, we should use the actual representation of the element of surface area. So if we pass from investigation of spherical particle to particle in the ellipsoid form, we should change the element of spherical area $dt = a^2 \sin \theta d\phi d\theta$ by

$$
dt = \sqrt{b^2 c^2 \cos^4 \theta \cos^2 \varphi + ac \cos^4 \theta \sin^2 \varphi + a^2 b^2 \sin^2 \theta \cos^2 \theta d\phi d\theta},
$$

and to take into account that derivative respectively to $r$ coordinate is not equal to zero on the surface of ellipsoid, in contrast to a spherical particle. The numerical results show that properties of convergence of the method of successive approximations are similar to the case of a spherical particle; this method converges very rapidly for the case that the semiaxes of ellipsoid do not differ in the limits of 20%. If this difference grows, the convergence becomes slowly, and we need twice of the number of iterations to achieve the same accuracy as for spherical particle if $b, c \geq 3a$, where $a$ is the value of semiaxis along $x$ coordinate, $b$ the value of semiaxis along $y$ coordinate, and $c$ the value of semiaxis along $z$ coordinate. The amplitude form of the scattered field does not differ considerably if the semiaxes $a, b, c$ of ellipsoid vary in the limits of 10%.

The numerical results show that amplitude of the scattered field of ellipsoid particle increases more quickly than amplitude of the scattered field of spherical particle while value of semiaxis $a$ grows, and the values $b$ and $c$ remain the same; $k = 0.05 \text{ m}^{-1}$. In Fig. 11 and Fig. 12, the comparative results related to change of the amplitude of $E_r$ component are shown for two cases. In the first case (Fig. 11), the value of semiaxis $b = 3a$ and the value of semiaxis $c = a$. In the second case (Fig. 12), $b = 3a$ and $c = 3a$. The biggest growth of amplitude is observed at $\zeta = 500$. One can see that for this $\zeta$ values of the two amplitudes are almost the same at small values of $a$, and the amplitude increases almost twice.
for the second case at $a = 5.0$. The difference of two amplitudes is the biggest at $a = 5.0$, and it is equal to 0.063. Increase of amplitude at smaller $\zeta$ is not so great. For comparison, the growth of amplitude for the case of spherical particle with the same $a$ is shown by lines marked with asterisk.

The numerical calculations show that the amplitude of scattered field components for the ellipsoid particle tends to the respective amplitude for the spherical particle, if the values of semiaxes $b$ and $c$ tend to $a$. This fact confirms the correctness and accuracy of the elaborated method for the case of the ellipsoid particle. The method is generalized for the case of a particle of an arbitrary shape. The main difficulty for such generalization is to elaborate the numerical algorithm for replacement of the analytical representation of the element of area by its numerical analog.

Among a variety of publications, devoted to application of integral equation method to solve EM and acoustic wave scattering problems, one should note the approach proposed in the Chapter “Integral Equation Method for Three-Dimensional Bodies” from book [24], which is closest to our consideration. In [42], the uniform surface integral equation method is applied to the investigation of EM wave scattering by objects with mixed boundary conditions. The obtained set of integral equations is converted to respective LAS using the Galerkin’s technique. The structure of the obtained matrix is similar to the structure of matrix in Eq. (12). Similar to our procedure, the obtained solution is compared with a known Mie type solution for sphere in the near and far zones. The exactness of both the approaches is comparable. The disadvantage of method [42] is that the number of basic functions for sphere with $kr = 1.0$ and respective discretization needs more than 960 unknowns (this is order of respective LAS). In our case, the order of matrices in Eqs. (25), (26) at such $kr$ is about 200.

The numerical procedure to solve the respective LAS in [41] needs calculation of double series (corresponding to space discretization) that yields in matrices of order 1068 at $r = 0.5m$. The method proposed in [44] is more powerful, but it is applicable to scatterers of rectangular form only. In conclusion, one can substantiate that our method is exact, effective, and it can be applied successfully to solve scattering problems in a wide range of particle’s size and frequency band.

6. CONCLUSIONS

The analytical-numerical method for solving the electromagnetic wave scattering on an impedance particle of an arbitrary shape is elaborated and tested. The integral equation with respect to an unknown function in the representation of solution is derived. The LAS, corresponding to this equation, is solved effectively by the method of successive approximations. It is shown numerically that the region of convergence of the proposed method is wide enough. The physical characteristics of scattering are investigated for the particles with several forms and different sizes. The approach can be generalized for the case of many particles, and it can be used for solving the problems of creating the media with various electromagnetic properties by embedding a big number of small particles in the initial medium.
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