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Abstract—In order to improve the angle measurement precision with a low computational complexity, a 2-D direction of arrival (DOA) estimation algorithm UCA-TF-MI-ESPRIT is proposed in this paper. This algorithm is based on the mode space algorithm and the time-frequency (TF) multiple invariance rotational invariance technique (MI-ESPRIT). Firstly, a uniform circular array (UCA) is equivalent to a virtual uniform linear array (ULA) by utilizing mode-space algorithm. Then, the smoothed pseudo Wigner-Ville distribution (SPWVD) of the ULA output is calculated. The spatial time-frequency matrix can be obtained through the average of multiple time-frequency points in the time-frequency plane, and the signal subspace can also be obtained through using eigen decomposition. Then a simple and effective subarray dividing approach is proposed, and the multiple rotational invariant equation of the array is obtained by using the Bessel function. Finally, the closed-form solution is obtained using multi-least-squares (MLS) criterion so that the 2-D DOA estimation of LFM signals in UCA is completed. The simulation results verify the effectiveness of the algorithm proposed by this paper.

1. INTRODUCTION

Compared with a uniform linear array (ULA), a uniform circular array (UCA) has some congenital advantages in the field of direction of arrival (DOA) estimation, such as fewer array elements, two-dimensional (2-D) fuzzy direction finding, wide frequency range and simple installation structure [9]. So, it has been widely used, and the DOA estimation of UCA becomes an important issue nowadays [1–5, 27–29]. In the field of direction finding, the methods based on egien-subspace have been getting lots of attention for the excellent estimation performance. These kinds of algorithms have been developed a lot in recent years, such as multiple signal classification (MUSIC) algorithm [6] and estimation of signal parameters via rotational invariance techniques (ESPRIT) algorithm [7, 8]. In terms of estimation precision, MUSIC algorithm has a significant advantage. But the algorithm needs spectral peak searching, and its high precision requires small angle search step which greatly increases its computational complexity. ESPRIT algorithm does not need to search the spectrum, so it owns a low computational complexity, and the algorithm is prone to be easily realized in engineering [9]. Through mode-space algorithm [10, 11], ESPRIT algorithm can also be applied to the UCA. The traditional ESPRIT algorithm takes advantage of only a single displacement invariance in the sensor array. There are many situations, however, where the array possesses several such invariances [12–14]. In order to make full use of the invariances of the array, [12] proposes multiple invariance ESPRIT (MI-ESPRIT) algorithm and obtains a perfect estimation performance. In [13], the authors propose a closed-form MI-ESPRIT algorithm and obtain the analytical solutions of the multiple rotational invariant equation using multi-least-squares (MLS) criterion and regularize (RLS) criterion, which reduces the computational complexity greatly.
With the rapid development of signal processing technology, broadband signals have become the main choice for the detection equipment such as sonar and radar. Especially for the linear frequency modulation (LFM) signal, it has been widely used in many cases. So the DOA estimation of LFM signals becomes an important issue. However, as the LFM signal belongs to a typical non-stationary signal, the traditional subspace algorithms which are based on stationary signals cannot be applied to such conditions. The time-frequency (TF) analysis is an effective tool for processing non-stationary signals. It can transform the signal from time domain to two-dimensional time-frequency plane. Through this way, the signal owns both the time and frequency domain features at the same time, which can improve the signal to noise ratio (SNR). LFM signals possess ideal energy collection features in the time-frequency plane so that the time-frequency analysis tools are very suitable to process them [15]. So, a series of DOA estimation algorithms based on the time-frequency analysis tools have been developed [16–26]. In [16–20], the authors propose DOA estimation algorithms based on Wigner-Ville distribution (WVD). They introduce the time-frequency analysis tools to the DOA estimation field and obtain perfect estimation results. In [21–26], the authors consider the estimation of DOA exploiting MUSIC or ESPRIT algorithms based on the spatial time-frequency distribution (STFD) and obtain a perfect estimation performance.

In order to improve the estimation precision and efficiency, this paper proposes UCA-TF-MI-ESPRIT algorithm which is a 2-D DOA estimation algorithm of LFM signals based on mode-space algorithm and time frequency MI-ESPRIT algorithm. Firstly, the UCA is equivalent to a virtual uniform linear array (ULA) via mode-space algorithm. As the smoothed pseudo Wigner-Ville distribution (SPWVD) can restrain the cross-term interferences of the standard WVD, we use SPWVD instead of WVD as the time-frequency analysis tool in this paper. Then the SPWVD of each element’s output of the ULA is calculated. The spatial time-frequency matrix can be obtained through the average of multiple time-frequency points in the time-frequency plane, and the signal subspace can also be obtained using Eigen decomposition. A simple and effective subarray dividing approach is also proposed in this paper, and the multiple rotational invariant equation of the array is obtained. Finally, the closed-form solution is obtained using MLS criterion. The UCA-TF-MI-ESPRIT algorithm can be applied to the UCA and realize 2-D DOA estimation of multiple LFM signals. This algorithm does not need to exceed two-dimensional spectral peak searching, so it owns a pretty low computational complexity. The estimation precision of the UCA-TF-MI-ESPRIT algorithm is superior to the traditional UCA-ESPRIT algorithm, UCA-MI-ESPRIT algorithm and UCA-TF-ESPRIT algorithm. The simulation results show the good performance of the algorithm proposed by this paper.

2. THE UCA DATA MODEL OF LFM SIGNALS

Considering a UCA with \( N \) elements, the array model is shown in Fig. 1. \( A_n \) \((n = 1, 2, \ldots, N)\) is the element of the UCA. \( w \) is the angle between the array elements, so \( w = 2\pi/N \). The far-field incident wave comes from \( PO \). \( \varphi \) is the elevation angle of the incoming signal. \( \theta \) is the azimuth angle of the incoming signal.

If there are \( M \) LFM signals from far field, the output of the array can be written as:

\[
X = AS + N
\]  

In Eq. (1), \( X = [ x_1 \ x_2 \ \ldots \ x_N ]^T \) is a \( N \times 1 \) output matrix of the array. \( S = [ s_1 \ s_2 \ \ldots \ s_M ]^T \) is a \( M \times 1 \) data matrix of far-field LFM signals. \( N = [ n_1 \ n_2 \ \ldots \ n_N ]^T \) is a \( N \times 1 \) data matrix of noises which are additive white Gaussian noises, and the noises of each array element are not relevant. \( A = [ a_1 \ a_2 \ \ldots \ a_M ] \) is a \( N \times M \) main fold vector matrix which satisfies:

\[
a_i = [ \exp(-j2\pi f_i(t)\tau_{i1}) \ \ldots \ \exp(-j2\pi f_i(t)\tau_{iN}) ]^T
\]

\[
f_i(t) = f_i + k_i t
\]  

In Eq. (3), \( f_i(t) \) is the instantaneous frequency of the \( i \)th signal at \( t \). \( f_i \) is the initial frequency of the \( i \)th signal. \( k_i \) is the modulated frequency of the \( i \)th signal. In Eq. (2), \( \tau_{ni} \) is the time delay of the \( i \)th LFM signal on the \( n \)th element respect to the reference element. As the second-order term of \( \tau_{ni} \) basically does not affect the phase, it has been omitted in Eq. (2). As can be seen from Eqs. (2) and (3) the model of LFM signals can be regarded as a model of narrowband signals when \( k_i = 0 \).
As the instantaneous frequencies of LFM signals change over time, the manifold vector of the array is time-varying for LFM signals.

If we regard $O$ in Fig. 1 as a virtual reference element,

$$\tau_{ni} = r \sin \varphi_i \cos (\theta_i - (n - 1)w)/c$$  \hspace{1cm} (4)

In Eq. (4), $r$ is the UCA radius. $c$ is the speed of light. $\theta_i$ is the azimuth angle of the $i$th LFM signal. $\varphi_i$ is the elevation angle of the $i$th LFM signal.

3. UCA-TF-MI-ESPRIT ALGORITHM

3.1. Mode-Space Algorithm

Mode-space algorithm is a type of spectral estimation algorithm for the UCA, and its central idea is to equalize a UCA to a virtual ULA through mode excitation [10, 11]. Based on Eqs. (1) and (2), the output of the $n$th element can be written as:

$$x_n = \sum_{i=1}^{M} \exp(-j2\pi f_i(t)\tau_{ni})s_i$$  \hspace{1cm} (5)

We can carry out $N$ point discrete Fourier transform (DFT) for $x_n$ and get:

$$v_m = \sum_{n=1}^{N} x_n \exp(-j2\pi nm/N) = \sum_{n=1}^{N} \sum_{i=1}^{M} \exp(-j\beta_i \cos(\theta_i - (n - 1)w))s_i \exp(-j2\pi nm/N)$$  \hspace{1cm} (6)

$$\approx N \sum_{i=1}^{M} j^{-m} J_{-m}(-\beta_i) \exp(-jm\theta_i)s_i$$  \hspace{1cm} (6)

$$m \in [-|\beta|, |\beta|] \cap Z, \hspace{0.5cm} N > 2|\beta|$$  \hspace{1cm} (7)

In Eq. (6), $J_m(\cdot)$ stands for the $m$th order of Bessel function. $\beta_i = 2\pi f_i(t)\sin \varphi_i/c$, $\beta = \max_{i=1,2,\ldots,M} \{|2\pi f_i(t)/c|\}$. $\lfloor \cdot \rfloor$ is the rounded down symbol. $Z$ is the mathematical set of all integers. If $K = \lfloor|\beta|\rfloor$, the phase modes excited by the UCA are: $-K, -K + 1, \ldots, K$. The number is $2K + 1$, which means that the UCA can be equalized to a ULA with $2K + 1$ elements.

If $u_m = v_{-m}$, Eq. (6) can be expressed as the following matrix form:

$$U = NJBS$$  \hspace{1cm} (8)

$$U = [u_{-K} \hspace{0.5cm} u_{-K+1} \hspace{0.5cm} \cdots \hspace{0.5cm} u_K]^T$$  \hspace{1cm} (9)
\[ J = \text{diag}\{ j^{-K} \ j^{-K+1} \ \ldots \ j^{K} \} \]  
\[ B = \begin{bmatrix} J_{-K}(-\beta_1) \exp(-jK\theta_1) & \ldots & J_{-K}(-\beta_M) \exp(-jK\theta_M) \\ \vdots & \ddots & \vdots \\ J_K(-\beta_1) \exp(jK\theta_1) & \ldots & J_K(-\beta_M) \exp(jK\theta_M) \end{bmatrix} \]  
(10)  
(11)

For DFT, its definition can be expressed as a matrix form, namely:

\[ U = F^H X \]  
\[ F = [ w_{-K} \ w_{-K+1} \ \ldots \ w_K ] \]  
\[ w_m = [ \exp(-jwm) \ \exp(-j2wm) \ \ldots \ \exp(-jNwm) ]^H \]  
(12)  
(13)  
(14)

Based on Eqs. (7) and (11), the following expression can be obtained.

\[ Y = TX = Z + N = BS + N \]  
(15)

In Eq. (14), \( T = J^{-1}F^H/N \), which is called the mode space transformation matrix. In this way, the UCA is equalized to a ULA with \( 2K + 1 \) elements, and the new array model is shown in Eq. (14). \( B \) is the manifold vector matrix of the ULA. \( Y \) is the output of the ULA. \( Z \) is the noiseless output of the ULA. As can be seen from Eq. (10), \( B \) is also a time-varying matrix and does not meet the model of narrowband signals.

### 3.2. The Novel Array Model Based on SPWVD

WVD was proposed in the quantum mechanics field in 1932, and Ville introduced it in the signal analysis filed in 1948 [15]. WVD is a type of energy time-frequency joint distribution and owns many excellent properties, such as true borderline, weak supporting, and translation invariance. So, WVD is a very effective time-frequency analysis tool. For the LFM signal, its WVD is impulse functions along with its properties, such as true borderline, weak supporting, and translation invariance. So, WVD is a very effective time-frequency analysis tool, and its definition is:

\[ W_{yy}(t, f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(u) h(\tau) y(t - u + \frac{\tau}{2}) y^*(t - u - \frac{\tau}{2}) \exp(-j2\pi f \tau) du \, d\tau \]  
(16)

In Eq. (15), \( g(u) \) and \( h(\tau) \) are two real even functions as well as \( h(0) = g(0) = 0 \).

For the elements of the virtual ULA, these outputs are all discrete signals with limited length. If the number of snapshots is \( L \), the discrete SPWVD of elements can be given as follows:

\[ W_{yy}(t, f) = 2 \sum_{\tau = -(L-1)/2}^{(L-1)/2} y(t - u + \tau) y^*(t - u - \tau) \exp(-j4\pi f \tau) \]  
(17)

In Eq. (16), \( g(u) \) and \( h(\tau) \) have been left out for the analysis convenience. Based on Eqs. (14) and (16), the following expression can be obtained:

\[ W_{yy}(t, f) = W_{zz}(t, f) + W_{zn}(t, f) + W_{nz}(t, f) + W_{nn}(t, f) \]  
(18)

For Eq. (17), we can execute mathematical expectation calculation on both ends of the equal sign to get the following expression.

\[ E[W_{yy}(t, f)] = E[W_{zz}(t, f)] + E[W_{zn}(t, f)] + E[W_{nz}(t, f)] + E[W_{nn}(t, f)] \]
\[ = BW_{ss}(t, f)B^H + E[W_{nn}(t, f)] \]  
(19)

In Eq. (18), the noises are additive white Gaussian noises, which are not relevant for each element. So \( E[W_{zn}(t, f)] = E[W_{nz}(t, f)] = 0 \). As can be seen from Eq. (18) that the expression meets the well-known autocorrelation matrix form. So \( W_{yy}(t, f) \) is called spatial time-frequency matrix. According to [20], we can get the time-frequency subspace algorithm by using the thought of the standard subspace algorithm, and the only change is that the time-frequency subspace algorithm uses the spatial time-frequency matrix instead of the original correlation matrix.
In theory, Eq. (18) is valid for each time-frequency point in the time-frequency plane. However, as the LFM signal possesses the ideal energy collection features in the time-frequency plane, the time-frequency points in the energy collection areas can improve the SNR of signals and the estimation precision. According to [20], we can select multiple time-frequency points to carry through average calculation so that the time-frequency information can be in full use. In this way, the influence of the random error can be reduced, and the time-frequency matrix can be ensured to be a column full rank matrix. Based on these principles, the spatial time-frequency matrix of LFM signals can be obtained, namely:

$$W = \frac{1}{M_0 L_0} \sum_{i=1}^{M_0} \sum_{j=1}^{L_0} W_{YY}(t_{ij}, f_{ij}), \quad M_0 \leq M, \quad L_0 \leq L \quad (20)$$

In Eq. (19), $M_0$ is the number of the signals included in the time-frequency matrix. $L_0$ is the number of time-frequency points. $t_{ij}$ is the sampling time of the $i$th signal at the $j$th time-frequency point. $f_{ij}$ is the instantaneous frequency of the $i$th signal at the $j$th time-frequency point.

### 3.3. MLS-MI-ESPRIT Algorithm

As can be seen from the manifold vector matrix of the virtual ULA, the arguments of $m$ order Bessel function are different for the LFM signals from different directions, so $B$ is not a general manifold vector matrix of the standard ULA, and the standard ESPRIT algorithm cannot be used in this case. Bessel functions have the recursive nature of the order, namely:

$$J_{m-1}(x) + J_{m+1}(x) = \frac{2m}{x}J_m(x) \quad (21)$$

For $B$, its each column stands for a far-field LFM signal, and the matrix elements contain 2-D DOA information and instantaneous frequency parameter. According to Eq. (20), we can extract the matrix element located in the $p$th row and $q$th column to analyze and get the following expression.

$$J_{-K+p-1}(-\beta_q) \exp(-j(K-p+1)\theta_q) = \frac{\beta_q}{2(K-p+1)} \exp(j\theta_q)J_{-K+p-2}(-\beta_q) \exp(-j(K-p+2)\theta_q) + \frac{\beta_q}{2(K-p+1)} \exp(-j\theta_q)J_{-K+p}(-\beta_q) \exp(-j(K-p)\theta_q) \quad (22)$$

As can be seen from Eq. (21), the matrix elements of the $p-1$th row and $q$th column as well as the element of the $p+1$th row and $q$th column are all on the right side of the equal sign. Equation (21) can be expressed as a matrix form, namely:

$$b_p = \frac{c b_{p-1} + c^* b_{p+1}}{2(K-p+1)}, \quad p = 2, 3, \ldots, 2K \quad (23)$$

$$c = [ \beta_1 \exp(j\theta_1) \quad \beta_2 \exp(j\theta_2) \quad \ldots \quad \beta_{M_0} \exp(j\theta_{M_0}) ] \quad (24)$$

In Eq. (22), $b_p$ represents a row vector composed of the $p$th row of $B$, namely $B = [ b_1 \quad b_2 \quad \ldots \quad b_{2K+1} ]^T$.

The rotation invariant features of the virtual ULA can be obtained from Eq. (22). Unlike the traditional ULA, the virtual ULA needs at least three subarrays to get the rotation invariant features.

MI-ESPRIT algorithm is a type of ESPRIT algorithm using more than one rotation invariant feature of the array. As the virtual ULA obtained from the mode-space transformation is different from the standard ULA, its rotation invariant features need at least three subarrays which must meet the recursive nature shown in Eq. (22). This paper proposes an approach of selecting the subarrays of MI-ESPRIT algorithm, shown in Fig. 2.

In Fig. 2, the virtual ULA is divided into $Q$ subarrays, and each subarray contains $k$ array elements. There are $k-1$ overlapping elements between the adjacent subarrays. According to the theory in Section 3.2, the spatial time-frequency matrix of the array output is equal to the autocorrelation matrix in the traditional subspace algorithms, so we can carry through eigen decomposition for the spatial time-frequency matrix, namely:

$$W = UW_{SS}U^H + W_{NN} \quad (25)$$
In Eq. (24), $W_{SS}$ is the spatial time-frequency matrix of the signals. $W_{NN}$ is the spatial time-frequency matrix of the noises. $U$ is the signal subspace, which is expanded by the eigen vectors corresponding to $M_0$ large eigenvalues obtained from the Eigen decomposition of $W$.

The signal subspace of each subarray can be cut out from $U$, namely:

$$U_l = U(l : l + k - 1, :)$$  (26)

In Eq. (25), $l$ is the sequence number of the subarray.

As can be seen from Eq. (22), the three adjacent subarrays in Fig. 2 meet the recursive nature, and the calculation is simple. Assuming three adjacent $k \times M_0$ subarrays, the following expressions can be obtained.

$$[U_{l-1} \quad U_{l+1}] F = L_l U_l$$  (27)

$$F = [c \quad c^*]^{T}$$  (28)

$$L_l = 2 \text{diag\{ }-k + l - 1 \quad \ldots \quad -K + l + k - 2 \text{ \}}$$  (29)

In Eq. (26), $U_{l-1}$, $U_l$ and $U_{l+1}$ are the signal subspaces of these three subarrays, respectively.

In order to get the multiple rotation invariant features of the virtual ULA, we can combine $h$ signal subspaces, namely:

$$\tilde{U} = [U_1 \quad U_2 \quad \ldots \quad U_h]^{T}, \quad h \leq Q$$  (30)

According to the dividing method shown in Fig. 2, we can see that $h$ must satisfy the following expression.

$$3 \leq h \leq 2K + 2 - k$$  (31)

In this way, we can make use of $\tilde{U}$ to obtain the multiple invariant equation shown in Eq. (26), namely:

$$U_{ac} F = U_b$$  (32)

$$U_{ac} = [U_a \quad U_c] = [U_1^{+} \quad U_2 \quad \ldots \quad U_{h-2} \quad U_{h-1} \quad U_h]^{T}$$  (33)

$$U_b = [L_2 U_2 \quad L_3 U_3 \quad \ldots \quad L_{h-1} U_{h-1}]$$  (34)

We can use the MLS criterion to get the closed-form solution of Eq. (31), namely:

$$F_{\text{MLS}} = U_{ac}^{+} U_b$$  (35)

In Eq. (34), $^{+}$ represents the generalized inverse matrix.

We can carry through eigen decomposition for $F_{\text{MLS}}$ and get $2M_0$ eigenvalues. As can be seen from Eqs. (23) and (27), the first $M_0$ eigenvalues and the second $M_0$ eigenvalues are mutual conjugate, which
respectively are $\lambda_{1i} (i = 1, 2, \ldots, M_0)$ and $\lambda_{2i} (i = 1, 2, \ldots, M_0)$. So the 2-D DOA estimation of the $i$th LFM signal is as follows.

$$\tilde{\theta}_i = \text{arg}(\lambda_{1i}/\lambda_{2i})/2 \quad (36)$$

$$\tilde{\phi}_i = \arcsin \left[ \frac{\text{real}(\lambda_{1i}) + \text{real}(\lambda_{2i})}{4\pi rf_i \cos \tilde{\theta}_i} \right] \quad (37)$$

In Eqs. (35) and (36), $\text{arg}()$ represents a phase angle function of a plural, and $\text{real}()$ means to take the real part of a plural.

As can be seen from Eq. (31), the multiple rotational invariant equation of the UCA-TF-MI-ESPRIT algorithm is related to $k$ and $h$ after the virtual ULA is determined. If we select the subarrays using the method shown in Fig. 2, the number of subarrays must satisfy Eq. (30). When $h = 3$, the UCA-TF-MI-ESPRIT algorithm is the UCA-TF-ESPRIT algorithm. When $h = 2K + 2 - k$, the UCA-TF-MI-ESPRIT algorithm uses all the subarrays, which means using all the rotational invariances of the array. When $3 < h < 2K + 2 - k$, the UCA-TF-MI-ESPRIT algorithm uses partial rotational invariances of the array.

When $h = 2K + 2 - k$, we can get a total of $2K - 1$ ways to divide the array with different $k$ and $h$. According to Eq. (31), we can see that the first $K$ methods construct the same rotational invariant equations as the second $K$ methods, so we can get a total of $K$ different ways to divide the array with different $k$ and $h$.

When $3 < h < 2K + 2 - k$, the UCA-TF-MI-ESPRIT algorithm just utilizes partial rotational invariances of the array. In this case, when one of $k$ and $h$ is determined, the other can be arbitrarily selected within the range formed by $3 < h < 2K + 2 - k$.

For the readers’ convenience, we propose a complete procedure of the UCA-TF-MI-ESPRIT algorithm in Table 1.

**Table 1.** The complete procedure of the UCA-TF-MI-ESPRIT algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>The UCA is equalized to be a virtual ULA based on (14).</td>
</tr>
<tr>
<td>2)</td>
<td>The SPWVD of the virtual ULA output is calculated based on (16).</td>
</tr>
<tr>
<td>3)</td>
<td>The spatial time-frequency matrix is obtained based on (19).</td>
</tr>
<tr>
<td>4)</td>
<td>Carry through eigen decomposition for the spatial time-frequency matrix and get the signal subspace based on (24).</td>
</tr>
<tr>
<td>5)</td>
<td>Select subarrays based on Fig. 2 and get the signal subspace of each subarray based on (25).</td>
</tr>
<tr>
<td>6)</td>
<td>Get the multiple invariant equation based on (31).</td>
</tr>
<tr>
<td>7)</td>
<td>Get the closed-form solution of (31), which is $F_{\text{MLS}}$.</td>
</tr>
<tr>
<td>8)</td>
<td>Carry through eigen decomposition for $F_{\text{MLS}}$ and get the 2-D DOA estimation based on (35) and (36).</td>
</tr>
<tr>
<td>9)</td>
<td>If $M_0 &lt; M$, repeat 3)-8) until all the signals’ DOA are estimated. If $M_0 = M$, all the signals’ DOA are already estimated and the algorithm procedure is over. Among them, $M$ is the number of incident waves and $M_0$ is the number of the signals included in the time-frequency matrix.</td>
</tr>
</tbody>
</table>

### 4. NUMERICAL SIMULATION

We carry through the numerical simulation of the UCA-TF-MI-ESPRIT algorithm and use a UCA with 16 sensors whose radius is $0.7\lambda$ ($\lambda$ is the wave length of the carrier). There are two far-field signals. One is a single frequency signal and the other a LFM signal. The signals’ parameters are shown in Table 2.

According to Eq. (6), we can get the value of $\beta$ which is equal to 7.54, so $K = 7$, which means that the excited modes’ number is 15. The UCA can be equalized to be a virtual ULA with 15 elements. Then, the SPWVD of the ULA output can be obtained. Take the eighth element as an example, and the results are shown in Fig. 3.
Table 2. The parameters table of far-field signals.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal number</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Initial frequency</td>
<td>$1.8 \times 10^9$ Hz</td>
<td>$7 \times 10^8$ Hz</td>
</tr>
<tr>
<td>Modulated frequency</td>
<td>0</td>
<td>$10^{16}$ Hz/s</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>$10^9$ Hz</td>
<td>$10^9$ Hz</td>
</tr>
<tr>
<td>Snapshot number</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>SNR</td>
<td>20 dB</td>
<td>20 dB</td>
</tr>
<tr>
<td>DOA</td>
<td>$(-30^\circ, 25^\circ)$</td>
<td>$(21^\circ, 9^\circ)$</td>
</tr>
<tr>
<td>Frequency point number</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

As can be seen from Fig. 3, the single frequency signal and LFM signal both possess ideal energy collection features in the time-frequency plane. Even in the case of low SNR ($-10$ dB), SPWVD can also gather the signal energy in the time-frequency plane obviously. The cross-term interferences are basically removed by using SPWVD. There are only sporadic cross-term interferences existing in certain time-frequency points near the multi-source time-frequency points. So the interferences have little influence on subsequent DOA estimation.

We select 40 time-frequency points located in the middle of the time window to obtain the spatial time-frequency matrix base on Eq. (19). Then we carry through eigen decomposition for the matrix and get the signal subspace. We use UCA-WVD-MI-ESPRIT algorithm with $k = 4$ and $h = 12$ to carry through DOA estimation, and the results are $(-29.93^\circ, 25.02^\circ)$ and $(21.08^\circ, 8.89^\circ)$, respectively. The estimates are matched with the DOA set in Table 2.

In order to further examine the performance of the UCA-TF-MI-ESPRIT algorithm, we also analyze the relation between the DOA estimation precision and the SNR of the far-field signals. The DOA estimation precision can be measured by the root mean square error (RMSE). As this paper carry through a 2-D DOA estimation, the RMSE is a combination between the azimuth angle estimation...
error and the elevation angle estimation error, namely:

$$\text{RMSE} = \sqrt{\frac{1}{\text{num}} \sum_{j=1}^{\text{num}} (\tilde{\theta}_j - \theta)^2 + (\tilde{\varphi}_j - \varphi)^2}$$  \hspace{1cm} (38)$$

In Eq. (36), num stands for the number of Monte Carlo simulations. $\tilde{\theta}_j$ is the azimuth angle estimation of the $j$th simulation and $\tilde{\varphi}_j$ the elevation angle estimation of the $j$th simulation.

In addition to an incremental SNR of the signals, the other parameters remain unchanged. We carry through a total of 1000 times of Monte Carlo simulation, and the results are shown in Fig. 4.

Figure 4 shows the estimation RMSE of the two signals along with SNR. As can be seen from the figure, the RMSE of DOA estimations decrease rapidly with the increase of the signals’ SNR and achieve the convergence condition (The RMSE is infinitely close to zero) ultimately. In the low SNR (less than 0 dB) situation, the RMSEs of the two signals are still less than 1.8°, so the UCA-TF-MI-ESPRIT algorithm also owns a good estimation precision in the case of low SNR. For a UCA, the precision of DOA estimation for the waves of different directions has isotropy in theory; however, we use the approximation in Eq. (6) when carrying through the mode-space transformation. The precisions of extracting different signals’ time-frequency points are not the same due to random errors, so the DOA estimation precisions for the waves of different directions are not the same. The simulation results are in line with expectations.

In order to further examine the performance of the algorithm, we carry through the comparison simulation between UCA-ESPRIT algorithm in [11], UCA-MI-ESPRIT algorithm in [13], UCA-MUSIC algorithm in [6], UCA-TF-ESPRIT algorithm in [20], UCA-TF-MUSIC algorithm [18] and the algorithm proposed by this paper. Among them, UCA-MI-ESPRIT algorithm and UCA-TF-MI-ESPRIT algorithm both use 12 subarrays, and each subarray contains 4 elements. We select signal 1 in Table 2 as the incoming signal, and the parameters of UCA are unchanged. We carry out a total of 1000 times of Monte Carlo simulation, and the results are shown in Fig. 5.

Figure 5 shows the estimation RMSE along with SNR of signal 1 when using six different algorithms. As can be seen from the figure, the RMSE decreases rapidly with the increase of the signal’s

![Figure 4. RMSE of DOA estimation along with SNR. The UCA-TF-MI-ESPRIT algorithm uses $k = 4$ and $h = 12$ to estimate the DOA of two signals in Table 2.](image1)

![Figure 5. RMSE of DOA estimation along with SNR using different algorithms. The algorithms separately are UCA-ESPRIT algorithm, UCA-MI-ESPRIT algorithm, UCA-MUSIC algorithm, UCA-TF-ESPRIT algorithm, UCA-TF-MUSIC algorithm and UCA-TF-MI-ESPRIT algorithm. The UCA-TF-MI-ESPRIT algorithm and UCA-MI-ESPRIT algorithm all use $k = 4$ and $h = 12$.](image2)
SNR and achieves the convergence condition ultimately. In general, the UCA-TF-MUSIC algorithm owns the highest estimation precision, followed by the UCA-MUSIC algorithm, UCA-TF-ESPRIT algorithm, UCA-TF-MI-ESPRIT algorithm, UCA-TF-ESPRIT algorithm and UCA-ESPRIT algorithm. The estimation precision of the UCA-TF-MI-ESPRIT algorithm is improved a lot compared to the UCA-TF-ESPRIT algorithm and UCA-MI-ESPRIT algorithm. Especially in the case of low SNR, the precision improvement is very obvious (When SNR is $-10$ dB, the RMSE of DOA estimation is reduced more than $0.6^\circ$). Although the estimation accuracy of MUSIC-like algorithms is better than the UCA-TF-MI-ESPRIT algorithm, the superiority is not big. When SNR is $-10$ dB, the estimation RMSE of the UCA-MUSIC algorithm is reduced only about $0.25^\circ$ compared to the UCA-TF-MI-ESPRIT algorithm, and the estimation RMSE of the UCA-TF-MUSIC algorithm is reduced only about $0.1^\circ$ compared to the UCA-TF-MI-ESPRIT algorithm. When the SNR is $-5$ dB, the reduced value of RMSE becomes $0.1^\circ$ and $0.2^\circ$, respectively. With the increase of signal’s SNR, the estimation RMSEs of these three algorithms tend to be the same (When SNR is higher than $0$ dB, the three RMSE curves are basically coincident), which means that the DOA estimation precisions of three algorithms tend to be the same. Although the estimation precision of the UCA-TF-MI-ESPRIT algorithm is slightly lower than that of MUSIC-like algorithms, its computational complexity is much lower. MUSIC-like algorithms need to search the spectrum peak. In order to obtain a high estimation precision, we need select a small search step angle. In the case of 2-D DOA estimation, it will cause a pretty high computational complexity. In this simulation, the searching step of the azimuth angle and elevation angle are both $0.01^\circ$. The searching range in the azimuth direction is from $-180^\circ$ to $180^\circ$, and the searching range in the elevation direction is from $-90^\circ$ to $90^\circ$. So the number of data points will be over $6 \times 10^9$ when searching the spectrum peak, which will bring about a very large burden for the algorithm’s operation speed and data storage. The UCA-TF-MI-ESPRIT algorithm only needs to construct a multiple rotational invariant equation and get the closed solution. So its computational complexity is basically comparative to the standard ESPRIT algorithm. In conclusion, the UCA-TF-MI-ESPRIT algorithm owns an obvious advantage in terms of computational complexity compared to MUSIC-like algorithms, and it also owns an obvious advantage in terms of estimation precision compared to the traditional ESPRIT-like algorithms.

As can be seen form the deduction of Section 3.2, when the element number of the virtual ULA is determined, $k$ and $h$ will determine the multiple invariant equation shown in Eq. (31), which means that the DOA estimation results using the UCA-TF-MI-ESPRIT algorithm are related to $k$ and $h$. In this paper, we simulate the relationship between the estimation precision of the UCA-TF-MI-ESPRIT algorithm and the values of $k$ and $h$. We select signal 1 in Table 2 as the incoming signal, and the parameters of UCA are unchanged. We perform a total of 1000 times of Monte Carlo simulation, and the results are shown in Fig. 6.

Figure 6(a) shows the DOA estimation RMSE along with signal’s SNR with $h = 8$ and $k$ increased.

![Figure 6](image-url)

**Figure 6.** RMSE of DOA estimation along with SNR in the different $k$ or $h$. (a) is the DOA estimation RMSE along with signal’s SNR in eight different $k$ when $h = 8$. (b) is the DOA estimation RMSE along with signal’s SNR in eight different $h$ when $k = 4$. 


from 1 to 8. Fig. 6(b) shows the DOA estimation RMSE along with signal’s SNR with $k = 4$ and $h$ increased from 5 to 12. In the figure, $k = 8$, $h = 8$ and $k = 4$, $h = 12$ satisfy $h = 2K + 2 - k$, which means that the algorithm uses all the rotational invariances of the array. The other cases satisfy $3 < h < 2K + 2 - k$, which means that the proposed algorithm uses partial rotational invariances of the array. As can be seen from the results shown in Fig. 7, the estimation RMSE decreases with the increase of signal’s SNR or $k$ or $h$. When $k$ or $h$ is small or SNR is low, the reduction of RMSE is more obvious. With the increase of $k$ or $h$ or SNR, the DOA estimation precision differences tend to be consistent in different cases. In Fig. 6(a), the RMSE difference between $k = 1$, $h = 8$ and $k = 2$, $h = 8$ is about 0.9161$^\circ$; however, the RMSE difference between $k = 7$, $h = 8$ and $k = 8$, $h = 8$ is just about 0.0373$^\circ$. When SNR is 10 dB, the RMSE difference between $k = 1$, $h = 8$ and $k = 2$, $h = 8$ is about 0.0479$^\circ$; however, the RMSE difference between $k = 7$, $h = 8$ and $k = 8$, $h = 8$ is just about 0.0041$^\circ$. In Fig. 6(b), the RMSE difference between $k = 4$, $h = 5$ and $k = 4$, $h = 6$ is about 1.1262$^\circ$; however, the RMSE difference between $k = 4$, $h = 11$ and $k = 4$, $h = 12$ is just about 0.0973$^\circ$. When SNR is 10 dB, the RMSE difference between $k = 4$, $h = 5$ and $k = 4$, $h = 6$ is about 0.0672$^\circ$; however, the RMSE difference between $k = 4$, $h = 11$ and $k = 4$, $h = 12$ is just about 0.0024$^\circ$. So, when the proposed algorithm uses partial rotational invariances of the array, if $k$ or $h$ is a constant value, with the increase of $h$ or $k$, the DOA estimation precision becomes closer to the estimation precision when using all the rotational invariances of the array. In this simulation, after $k = 6$ with $h = 8$ or $h = 10$ with $k = 4$, the estimation precisions of using partial rotational invariances and all the rotational invariances are basically the same.

We can see from Eq. (31) that the larger $k$ and $h$ are, the higher the computational complexity of the algorithm is, which means that the algorithm has the highest computational complexity when using all the rotational invariances of the array. Therefore, the UCA-TF-MI-ESPRIT algorithm can perform DOA estimation using partial rotational invariances of the array, which can reduce the computational complexity of the proposed algorithm while maintaining the estimation precision basically.

5. CONCLUSION

This paper proposes a new DOA estimation algorithm of multiple LFM signals for UCA based on mode-space algorithm and TF-MI-ESPRIT algorithm, which is called UCA-TF-MI-ESPRIT algorithm. A simple and effective subarray dividing approach is also proposed in the paper when constructing the multiple invariance of the array. The algorithm uses SPWVD instead of WVD as the time-frequency analysis tool to retrain the cross-term interferences. It can be applied to the UCA to realize 2-D DOA estimation of multiple LFM signals. On the basis of keeping the low computational complexity of ESPRIT class algorithms, the UCA-TF-MI-ESPRIT algorithm increases the DOA estimation precision. Especially in the case of low SNR, the estimation precision has a big enhancement compared to the traditional ESPRIT algorithm. The numerical simulations verify the effectiveness of the algorithm and conclude the influences of the subarray numbers and the subarray element numbers on the DOA estimation precision, which provides a good basis for the application of the algorithm.
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