Beamforming of Frequency Diverse Array Radar with Nonlinear Frequency Offset Based on Logistic Map

Zhonghan Wang, Tong Mu, Yaoliang Song*, and Zeeshan Ahmad

Abstract—In this paper, a multi-carrier nonlinear frequency modulation system based on pseudo-random frequency offset is designed. The reduction of the main lobe 3dB width and the side-lobe peaks cannot be realized simultaneously in conventional beamforming schemes, especially when the number of array elements remains unchanged. The proposed system can reduce the main-lobe 3dB width and suppressing the side-lobe peaks simultaneously. This is done by adjusting the number of sub-signals, frequency offset coefficient and the inter-element spacing. Then, through time slot processing, signal power is focused on different targets. Numerical simulation experiments are implemented to validate the theoretical analysis of the proposed methodology, and comparisons with other techniques are made.

1. INTRODUCTION

Unlike phased-array antenna, the frequency diverse array (FDA) antenna controls the range-angle dependent transmit energy distribution [1], instead of steering a beam towards a desired direction only, as in [2]. On account of this feature, FDA plays an important role in many areas. Usually, the main lobe of a spatial power pattern is desired as sharp as possible. The waveforms of the transmitted signals determine the focusing performance of the array system. Therefore, an excellent frequency diverse array based on waveforms design is desired.

FDAs based on cross-array elements of progressive frequency offset were first proposed by Antonik et al. [3, 4]. However, the spatial power pattern generated by FDAs with progressive frequency offset has multiple-maxima. As a result, the maximum power will appear in undesired area because angular coupling cannot be eliminated. Logarithmic frequency offset has been applied in [5] and [6], which can achieve a maximum value at the target with no maximum value at any other point in the space. However, the signal power will focus on the target point only if $t = 0$. Another kind of nonlinear frequency offset, which is based on hamming window, has been applied in [7]. However, this solution is affected by the same time-variant issue as in [5] and [6]. A compensated time-modulation Optimized Frequency Offset (C-TMOFO) scheme has been proposed in [8, 9]. It enables the signal power to reach the maximum at the target within the duration of the pulse. However, the optimization process of C-TMOFO is computationally expensive for real-time processing. The desired focus position cannot be modified in time, since it requires a large amount of memory to store the optimized values for all possible targets in advance for the scan space. In that case, the application scenario of the C-TMOFO scheme is limited. The combination of the nonlinear frequency modulation and nonlinear inter-element frequency offset has been used in [10–13], to generate spatial focusing waveforms. In these schemes, the working time of each element is controlled by a corresponding switch. Thus, the array elements are not fully utilized. Differently, a time-modulated array excitation with periodic sum-of-weighted-cosine pulses has been proposed in [14]. However, the energy of the transmitted signal is reduced due to the
amplitude weighting. An S-shaped range-angle beampattern has been achieved in [15] by combining nonlinear frequency modulation and logarithmic frequency offsets. A convex-multi-log-FDA system has been proposed in [16] in order to generate dot-shaped range-angle beampatterns. However, the coefficients of each sub-signal need to be optimized at each instant during the pulse duration.

In this paper, we propose a multi-carrier NLFM FDA system based on pseudo-random frequency offset. The pseudo-random frequency offset is generated by Logistic map and applied to eliminate the angle coupling. Nonlinear frequency modulation is applied to eliminate range coupling. This scheme has three main features: 1) the system is simplified by omitting the optimization algorithm; 2) signal power will focus on different targets during desired time period; 3) four tunable parameters make the system more flexible.

The rest of this paper is organized as follows. Section 2 presents the proposed scheme. More specifically, in this section, the theories of focusing signal power on a single-target and multi-targets are given, respectively. Then, Section 3 reports and discusses a set of simulation examples. Finally, conclusions are drawn in Section 4.

2. PROPOSED SYSTEM DESIGN

2.1. Theory of Focusing Signal Power on a Single-Target

Let us consider a uniformly-spaced linear array consisting of \((2N+1)\) elements, as shown in Fig. 1. The observation point \(P\) is in the far field. \(r_n\) is the range between the \(n\)th element and the observation point. \(\theta\) is the azimuth angle between the observation point and the center element. \(f_0\) is the center carrier frequency, and \(\Delta f_{n,m}(t)\) is the frequency offset of each element. The frequency of each element is \(f_{n,m}(t) = f_0 + \Delta f_{n,m}(t)\), \(t \in [0, T]\), where \(n (-N \leq n \leq N)\) represents the \(n\)th element, \(m (1 \leq m \leq M)\) the \(m\)th sub-signal on each element, and \(T\) the pulse width.

\[ f_{n,m}(t) = f_0 + \Delta f_{n,m}(t), \quad t \in [0, T] \]

where \(C\) is the speed of light in free space. The frequency offset function \(\Delta f_{n,m}(t)\) is designed as

\[ \Delta f_{n,m}(t) = \frac{K \cdot x_{|n| \cdot M + m}}{t - r_n^P / C} \]
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**Figure 1.** A uniformly-spaced linear array consisting of \((2N+1)\) elements.

The transmitted signal of each element can be expressed as

\[ S_{n,m}(t) = e^{-j2\pi(f_{n,m}(t) + \varphi_{n,m})}, \quad t \in [0, T] \]

Then the resulting array factor observed at the target position \((r^P, \theta^P)\) can be derived as

\[ AF(t; r^P, \theta^P) = \sum_{n=-N}^{N} \sum_{m=1}^{M} S_{n,m}(t - r_n^P / C) \]

where \(C\) is the speed of light in free space. The frequency offset function \(\Delta f_{n,m}(t)\) is designed as
Correspondingly, the phase $\varphi_{n,m}$ is designed as

$$\varphi_{n,m} = f_0 \cdot \frac{r_P}{C} - K \cdot x[n] \cdot M + m$$  

(4)

where $x_n$ is the Logistic map: $x_{n+1} = 4 \cdot x_n (1 - x_n)$, $x_0 = 1/3$, and $K$ is the frequency offset coefficient. Obviously, the phase $\varphi_{n,m}$ of each sub-signal is fixed. For narrowband system, $\Delta f_{n,m}(t)$ should satisfy the condition $|\Delta f_{n,m}(t)|/f_0 < 0.1$. Thus, the pulse width $T$ and frequency offset coefficient $K$ should respectively satisfy the following condition.

$$\begin{align*}
  T &< \min \frac{r_P}{C}, \quad (-N \leq n \leq N) \\
  \frac{f_0 \cdot (T - r_P/C)}{10 \cdot x[n] \cdot M + m} &< K < \frac{-f_0 \cdot (T - r_P/C)}{10 \cdot x[n] \cdot M + m} \quad (-N \leq n \leq N), \quad (1 \leq m \leq M)
\end{align*}$$

(5)

Taking the far-field approximation, we have

$$r_P^P \approx r_P - n d \sin \theta P$$

(6)

By substituting Eqs. (3), (4) and (6) into Eq. (1), the resulting transmitted signal model is given by

$$S_{n,m}(t) = \exp \left\{{-j2\pi \left( f_0 + \frac{K \cdot x[n] \cdot M + m}{t - \frac{r_P - n d \sin \theta P}{C}} \right) t + f_0 \cdot \frac{r_P - n d \sin \theta P}{C} - K \cdot x[n] \cdot M + m \right\}$$

(7)

Similarly, by substituting Eqs. (3), (4) and (6) into Eq. (2), the resulting array factor observed at position $r, \theta$ can be derived as

$$AF(t; r, \theta) = \sum_{n=-N}^{N} \sum_{m=1}^{M} S_{n,m}(t - r_n/C)$$

$$= \sum_{n=-N}^{N} \sum_{m=1}^{M} \exp \left\{{-j2\pi \left( f_0 + \frac{K \cdot x[n] \cdot M + m}{t - \frac{r_P - n d \sin \theta P}{C}} \right) t - \frac{r_P - n d \sin \theta P}{C} - K \cdot x[n] \cdot M + m \right\}$$

Consequently, the resulting power pattern at target $P$ can be expressed as

$$|AF(t; r_P, \theta_P)| = (2N + 1) \cdot M, \quad t \in [0, T]$$

(8)

It can be seen from Equation (8) that the maximum energy of the signal is obtained at the target point $P$ in the pulse duration. By normalization, the final transmitted signal model can be obtained as

$$\begin{align*}
  S_{n,m}(t) &= \frac{1}{(2N + 1) \cdot M} \cdot \exp \left\{-j2\pi (f_{n,m} \cdot t + \varphi_{n,m}) \right\} \\
  f_{n,m}(t) &= f_0 + \frac{K \cdot x[n] \cdot M + m}{t - \frac{r_P - n d \sin \theta P}{C}} \\
  \varphi_{n,m} &= f_0 \cdot \frac{r_P - n d \sin \theta P}{C} - K \cdot x[n] \cdot M + m
\end{align*}$$

(9)

2.2. Theory of Focusing Signal Power on Multi-Targets

When it comes to multi-targets, the slot processing mode is used. Different time periods are assigned to different targets. In each time period, signal power is focused only at the corresponding target. Therefore, the targets location $(r_P, \theta_P)$ can be designed as

$$\begin{align*}
  r_P(t) &= [\varepsilon(t - t_{k-1}) - \varepsilon(t - t_k)] r_k \\
  \theta_P(t) &= [\varepsilon(t - t_{k-1}) - \varepsilon(t - t_k)] \theta_k, \quad t \in [t_{k-1}, t_k]
\end{align*}$$

(10)
where, $k$ indicates the time slot number, and $\varepsilon(t)$ is a step function. Correspondingly, each sub-signal frequency and phase are designed as

$$
\begin{align*}
  f_{n,m}(t) &= f_0 + \frac{K \cdot x_{[n],M+m}}{t - r^P(t) - nd\sin\theta^P(t)} \\
  \varphi_{n,m} &= f_0 \cdot \frac{r^P(t) - nd\sin\theta^P(t)}{C} - K \cdot x_{[n],M+m}
\end{align*}
$$

(11)

3. NUMERICAL SIMULATIONS

This section provides numerical simulation results to validate the theoretical model proposed earlier. More precisely, the reported results are intended to: 1) verify the effectiveness of the proposed scheme to focus the signal power at a single-target and multi-targets during the pulse duration; 2) demonstrate the performance of the proposed scheme with respect to previous methods including C-TMOFO scheme and multi-log FDA scheme.

3.1. Focused Transmit Beampatterns Synthesis

In this experiment, the FDA system parameters are as follows: the number of array elements is 21; $f_0 = 3$ GHz is the center carrier frequency; the number of sub-signals is $M = 4$; frequency offset coefficient is $K = 20$; the inter-element spacing is $d = \lambda_0/2 = 0.05$ m; $T = 30$ ns is the transmitted signal pulse duration. The numerical simulation parameters are as follows: the whole range-angle region is $\Omega = \{(r, \theta) | 5 \text{ m} \leq r \leq 30 \text{ m}, -\pi/2 \leq \theta \leq \pi/2\}$, $r_{\text{step}} = 0.1$ m and $\theta_{\text{step}} = \pi/720$ are the accuracies of space grid, and the accuracy of time is $t_{\text{step}} = 1$ ns. Besides, the target is located at $(15 \text{ m}, -\pi/3)$.

The resulting normalized power patterns at time instants $t = 0$ and $t = 30$ ns are shown in Figs. 2(a) and 2(b), respectively. The distribution of signal power at the target location over time is shown in Fig. 3. Fig. 3(a) shows the distribution of the signal power on the range and time dimension at $\theta = -\pi/3$. Meanwhile, Fig. 3(b) represents the distribution of signal power in azimuth and time dimension at $r = 15$ m.

It is observed from Fig. 2 and Fig. 3 that the maximum power of the signal is always obtained at the target $P$ within the pulse width. The maximum side-lobe peak at each instant is shown in Fig. 4. During the pulse duration, the normalized maximum side-lobe peak appears at $t = 30$ ns, with a value of 0.1728. Taking into account Fig. 2, Fig. 3 and Fig. 4, it is proved that the proposed scheme can precisely focus the signal power at the target $P$ during the pulse duration.

In the pulse duration, the 3dB width in the range and angle dimension vary with time, as shown in Fig. 5(a) and Fig. 5(b), respectively. It can be seen that with the evolution of time, the focusing on
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*Figure 2.* The resulting normalized power pattern, (a) at time instant $t = 0$, (b) at time instant $t = 30$ ns.
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Figure 3. The distribution of signal power at the target over time, (a) in the range and time dimension at $\theta = -\pi/3$, (b) in the azimuth and time dimension at $r = 15$ m.

Figure 4. The maximum side lobe peak at each instant.

the range gets concentrated, while the focusing on the angle gets blurred.

When it comes to multi-targets, let us assume that there are two targets respectively located at $(15 \text{ m}, -\pi/3)$ and $(20 \text{ m}, \pi/3)$. The pulse duration is divided into two time slots (slot a: $0 < t < 15 \text{ ns}$ and slot b: $15 \text{ ns} < t < 30 \text{ ns}$). Then the targets function can be designed as

\[
\begin{align*}
 r^P(t) &= [\varepsilon(t-t_{k-1}) - \varepsilon(t-t_k)]r_k, \\
 \theta^P(t) &= [\varepsilon(t-t_{k-1}) - \varepsilon(t-t_k)]\theta_k, \quad t \in [t_{k-1}, t_k]
\end{align*}
\]

where, $(r_1, \theta_1) = (15 \text{ m}, -\pi/3)$, $(r_2, \theta_2) = (20 \text{ m}, \pi/3)$, $t_0 = 0$, $t_1 = 15 \text{ ns}$ and $t_2 = 30 \text{ ns}$. All the other system parameters are identical to before. Consequently, the resulting power pattern is shown in Fig. 6. It is observed from Fig. 6 that the maximum power of the signal is obtained at different targets in different time slots.

3.2. Performance Comparison

The proposed scheme is compared with the C-TMOFO and multi-log-FDA schemes in this section, in order to show the advantages of the proposed scheme in reducing the side-lobe peak and 3 dB width. In comparative experiment, the parameters used for all the three schemes are as follows: $f_0 = 3 \text{ GHz}$ is the center carrier frequency; number of elements is 21; number of sub-signals on each element is $M = 4$; inter-element spacing is $d = \lambda_0/2 = 0.05 \text{ m}$; the target location is $(15 \text{ m}, -\pi/6)$; pulse duration is $T = 30 \text{ ns}$. The simulation parameters are identical to those in previous setup. Different from C-TMOFO scheme, in both multi-log-FDA scheme and the proposed scheme, the frequency offset coefficient is $K = 20$. 

Figure 5. Relationship between focusing performance and time, (a) azimuth angle 3 dB width changes over time, (b) range 3 dB width changes over time.

Figure 6. Normalized power pattern of two targets.

Figure 7. Comparison of focusing performance of three schemes, (a) the range 3 dB width versus time curve, (b) the angle 3 dB width versus time curve, (c) the maximum side lobe peak versus time curve.

The focusing performances of three schemes are compared in detail in Fig. 7. More specifically, Fig. 7(a) shows the range dimension 3 dB width versus time curve, and the curve with angle dimension 3 dB width varying with time is displayed in Fig. 7(b). Moreover, the maximum side-lobe peak versus time curve is shown in Fig. 7(c). Obviously, it can be seen that the proposed scheme is superior to the C-TMOFO scheme and multi-log FDA in terms of side lobe suppression and range focusing accuracy. The
C-TMOFO scheme achieves better azimuth focusing performance than the proposed scheme. However, the performance of the proposed scheme is better than multi-log FDA.

Another great advantage of the proposed scheme is its flexibility. Double the inter-element spacing \((d = \lambda_0 = 0.1 \text{ m})\) and keep other parameters constant. The new comparison results are shown in Fig. 8. The arrangement of Fig. 8 is the same as that of Fig. 7.

![Figure 8](image)

**Figure 8.** Comparison of focusing performance of three schemes, (a) the range 3 dB width versus time curve, (b) the angle 3 dB width versus time curve, (c) the maximum side lobe peak versus time curve.

It can be seen from Fig. 8 that the performance of the proposed scheme is better than the other two schemes, when the inter-element spacing is doubled. Moreover, after comparing Fig. 8 with Fig. 7, we find that the performance of the C-TMOFO scheme is not changed significantly after the inter-element spacing is doubled. Although the main lobe width of the multi-log FDA scheme is similar to that of the proposed scheme, the side lobe suppression is far less. In C-TMOFO scheme, the focusing performance is mainly determined by the number of array elements and the optimization algorithm. In C-TMOFO scheme, the side lobe suppression and the decrease of main lobe width should be taken into account simultaneously in the optimization process. Therefore, the optimization results usually cannot meet these requirements at the same time. For example, in the above comparison experiment, the maximum side lobe peak expectation is 0.35, but the actual optimization result is about 0.45. Moreover, the focusing performance can be improved by increasing the number of array elements. However, once the number of elements has been changed, the system needs to be optimized again. Even worse, the amount of computation of the algorithm grows geometrically, when adding an element. Therefore, it is not convenient to change the number of array elements in C-TMOFO scheme, and the application scenario of the C-TMOFO focus scheme is limited.

In the proposed scheme, two groups of different system parameters are selected to do contrast experiment. The system parameters combination of experiment 1 is as follows: The number of array elements is 11; the number of sub-signals is 2; the frequency offset coefficient is 16; the inter-element spacing is 0.05 m. On the other hand, the system parameters combination of experiment 2 is as follows: the number of array elements is 11; the number of sub-signals is 4; the frequency offset coefficient is 20; the inter-element spacing is 0.1 m. The contrast experiment results are shown in Fig. 9. The arrangement of Fig. 9 is the same as that of Fig. 7. It is clear that the performance indicators in experiment 2 are better than experiment 1. It can be seen that the ability to suppress side lobes and reduce the main lobe width is improved by adjusting the system parameters, with the number of elements unchanged.

In the proposed scheme, the effects of changing the system parameters are as follows: 1) increasing the number of elements of the system can reduce the azimuth 3 dB width and the side lobe peak; 2) increasing the number of sub-signals can reduce the side lobe peak, but the azimuth 3 dB width will be widened; 3) increasing the frequency offset coefficient can increase the system bandwidth and reduce the range 3 dB width; 4) and increasing the inter-element spacing can reduce the azimuth 3 dB width and increase the side lobe peak.
Figure 9. Comparison of focusing performance of two experiments, (a) the range 3 dB width versus time curve, (b) the angle 3 dB width versus time curve, (c) the maximum side lobe peak versus time curve.

The number of elements, number of sub-signals, frequency offset coefficient and inter-element spacing of the system can be adjusted separately or simultaneously. The desired focusing performance can be obtained or approached by adjusting these parameters. In addition, system performance varies over time. Specifically, range focusing performance and side lobe suppression performance will be enhanced, and azimuth focusing performance will be deteriorated. Therefore, it is necessary to pay attention to the selection of pulse width in specific applications.

4. CONCLUSION

In this paper, we are engaged in beamforming of a frequency diverse array radar utilizing nonlinear frequency offset based on logistic map. A novel multi-carrier nonlinear frequency modulation system based on pseudo-random frequency offset has been proposed which is capable to reduce the main lobe 3 dB width and the side-lobe peaks simultaneously. The numerical simulation results show that the proposed scheme can focus the signal power on both single-target and multi-targets. Compared to C-TMOFO scheme and multi-log FDA scheme, the proposed scheme simplifies the system. By appropriately adjusting the number of sub-signals, the frequency offset coefficient and the inter-element spacing, it is possible to reduce the peak of the side lobe without widening the main lobe, when the number of elements remains unchanged. Multiple adjustable parameters provide more application scenarios for the system. The power focusing of different targets is achieved by time slot processing.
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