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Abstract—Sparse regularization imaging method (SRIM) is an effective approach to implement azimuth super-resolution for forward-looking scanning radar. However, for the scene that contains adjacent strong targets in the continuous weak background, SRIM may destroy the structure of the scene when trying to separate the closely located targets. In this paper, a divide and conquer regularization imaging method (DC-RIM) is proposed to solve this problem. Firstly, the data are divided into two channels by the mean-variance segmentation method. Normally, we consider that the data of channel I contain strong scatterers and that the data of channel II contain weak background. Afterwards, SRIM is conducted on channel I to distinguish the targets. For the data of channel II, a region enhancement regularization method is particularly proposed to acquire a good structure of the scene by making use of two-order gradient information of the data. Finally, a good imaging result can be obtained by combining the results of two channels. Experiments based on both synthetic and real data are given to verify the effectiveness of the method.

1. INTRODUCTION

Forward-looking radar imaging is highly desirable in many applications, such as airplane navigation, automatic landing and material airdrop [1, 2]. A high-quality forward-looking image that contains clearly resolved targets as well as a well-retrieved background is not only significant for target detection and recognition, but also critical for surface mapping and scene surveillance [3]. However, conventional monostatic synthetic aperture radar (SAR) and Doppler beam sharpen (DBS) techniques cannot be used for forwarding-looking imaging due to the slight variation of Doppler frequency and symmetrical range history in forward-looking terrain [4, 5].

One simple and efficient approach for forward-looking imaging is to use scanning radar to acquire the real beam echo firstly. Then, super-resolution techniques are conducted to improve the azimuth resolution [6]. In [7], the real iterative adaptive approach (Real-IAA) was introduced to realize super-resolution for forward-looking scanning radar, which can improve the azimuth resolution efficiently without introducing artificial ringing. However, since there are massive inverse matrix calculation, great amount of computation time is required, which greatly restricts its application in real time application. Deconvolution is another simple and efficient technique to realize the super-resolution imaging for scanning radar [8]. However, deconvolution is an ill-posed problem, and its solution is greatly sensitive to noise.

Regularization method provides an effective approach to ease the noise sensitivity by combining a regularization term to the linear observation [9, 10]. For instance, the classical Tikhonov regularization algorithm adopts a $\ell_2$ norm as the punishment item to constrain the energy and stable the solution [11]. Besides, the total variation (TV) operator has advantage in retrieving the detail of the image [12].
Recently, sparse regularization imaging method (SRIM) has drawn much attention in radar imaging area for its powerful ability in distinguishing the targets. In [13–15], the reconstruction for dominate sparse targets has been widely researched in Tomographic SAR, SAR and Inverse SAR (ISAR) imaging, and enhanced imaging results have been acquired. In the forward-looking imaging area, the $l^p$-norm $(0 < p \leq 1)$ sparse constraint is adopted and exhibits extraordinary ability in resolving the closely located scatters as well as reducing the sidelobes of the scatters [16].

However, when it comes to the scene containing adjacent strong targets in the continuous background, SRIM may destroy the continuous background when it tries to separate the closely located targets due to its strong ability in concentrating the energy. Therefore, for some scenes, like a harbor berthed with ships or tanks habourded in the woods, etc., separating the targets and maintaining the outline of the scenes usually cannot be obtained simultaneously by using SRIM. This will cause great obstacles for the region-based feature extraction in scene surveillance, surface mapping, etc.

In this paper, a divide and conquer regularization imaging method (DC-RIM) is proposed to solve this problem. To process the data with distinct characteristics, the received data are firstly divided into two channels: Channel I includes the adjacent strong targets, and Channel II contains the background data. Then SRIM is conducted on Channel I to resolve the targets. As for the data of Channel II, since the background has lower SNR than the strong targets, the $l^2$ norm term is more suitable for overcoming the impact of noise. However, the $l^2$ norm constraint is sensitive to outliers and tends to perform heavy penalty on them, which would result in overly smoothed background. Therefore, to acquire a good structure of the scene, we propose a region enhancement regularization algorithm (RERA) on the basis of $l^2$ norm constraint for Channel II. At last, the imaging result is obtained by combining the results of two channels. Experiments based on both synthetic and real data have been conducted to verify the effectiveness of the proposed method.

This paper is organized as follows. The signal model for forward-looking scanning radar is established in Section 2. In Section 3, the divide and conquer strategy is proposed firstly. In addition, a region enhancement regularization algorithm is proposed to process the data of background. In Section 4, experiments based on both synthetic and real data are conducted to verify the effectiveness of the proposed method. Conclusions are given in Section 5.

2. SIGNAL MODEL

In this section, the signal model is introduced for forward-looking scanning radar (FLSR). Fig. 1 demonstrates the process of data acquisition for FLSR in which the radar antenna is sweeping the scene, and linear frequency modulation signals are transmitted and received at a certain pulse repetition rate. The echoes are recorded in a two-dimensional matrix. After range pulse compression and migration correction, the echo can be expressed as a convolution of the scattering coefficients with a convolution kernel including the antenna pattern in the angle coordinates and the sinc function in the range coordinate [17],

$$s(\theta, r) = \sigma(\theta, r) \ast [h(\theta) \text{sinc} \left(\frac{2Bc}{c} r\right)]$$  \hspace{1cm} (1)

where $\theta$ denotes the azimuth angle variable, $r$ the range, $B$ the bandwidth of LFM, $c$ the speed of light, $\ast$ the convolution operation, $s(\theta, r)$ the output voltage of the receiver, $\sigma(\theta, r)$ the scattering coefficients of the targets, $h(\theta)$ the antenna pattern, and $\text{sinc}(\frac{2Bc}{c} r)$ the modulation function after range pulse compression.

Since we concentrate on how to improve the azimuth angle resolution, only the azimuth signal is considered. Taking the noise into account, we can write the azimuth signal as

$$s(\theta) = \sigma(\theta) \ast h(\theta) + n(\theta)$$  \hspace{1cm} (2)

Eq. (2) shows that the received signal in azimuth can be modeled as the convolution of the targets scattering coefficients and the antenna pattern. Just as shown in the lower part of Fig. 1, if the targets exist in the same range bin and are closely located, the received signal will have a single peak, and the targets cannot be distinguished.
Figure 1. Illustration of the data acquisition process and azimuth single model for FLSR.

For mathematical analysis, the continuous convolution model could be discretized to a matrix vector form as follows:

\[
\begin{bmatrix}
    s_1 \\
    s_2 \\
    s_3 \\
    \vdots \\
    s_N
\end{bmatrix}
= H \sigma + n
\]

where \( s \) represents the received data in one range cell, \( N \) the number of sampling points, \( \sigma \) the scattering coefficients to be estimated, \( n \) the noise, and \( H \) the circulant convolution operation matrix which is derived from the azimuth antenna pattern \( h = [h_1, \ldots, h_L]^T \), where \( L \) is the length of the antenna pattern vector. A direct method to estimate \( \sigma \) from \( s \) is the least squares (LS) approach in which the estimator is chosen to minimize the data error

\[
\hat{\sigma} = \arg\min_{\sigma} \left\{ F(s) = \| s - H\sigma \|_2^2 \right\}
\]

Nevertheless, this result is quite sensitive to noise. In order to solve this problem, regularization methods are adopted in this paper.

3. STRATEGY AND METHOD

In radar imaging area, the sparse regularization imaging method (SRIM) has exhibited extraordinary ability in resolving the closely located scatters. However, when it comes to the scene which contains cohesive targets in the continuous background, the SRIM may deteriorate the continuous background when trying to separate the closely located targets. Therefore, the resolving ability and maintaining the outline of the scene usually cannot be obtained simultaneously. A divide and conquer regularization imaging method (DC-RIM) is proposed in this section to tackle the problem. In the first subsection, we first give a flowchart of divide and conquer strategy and elaborate the implementation details. Then a region enhancement regularization algorithm (RERA) is particularly proposed to obtain a well-retrieved background.

3.1. Divide and Conquer Imaging Strategy

The flowchart of the divide and conquer imaging strategy is shown in Figure 2, and the specific steps are given as follows:
Figure 2. The flowchart of divide and conquer imaging strategy.

Step 1: Segmentation threshold value determination. The targets that we are interested in normally have the highest amplitude in the received data. Therefore, the mean/variance segmentation method can be used to detect potential strong targets. The specific steps are given as follows: Firstly, the mean value $\mu$ is calculated; secondly, add $\kappa$ times the standard deviation $\xi$ to the mean value. Then the segmentation threshold $T_h$ is obtained:

$$T_h = \mu + \kappa \xi$$

(5)

Generally, $\kappa$ takes the value between 3 to 4. The reason for the working of this method is that the pixels, whose value beyond $\mu + 3\xi$, can be treated as outliers in the image according to the $3\xi$ principle in statistic, and this is exactly what the characteristic of sparse strong targets acts in the echo.

Step 2: Data separation. According to the segmentation threshold value obtained in step 1, the strong targets can be firstly extracted from the echo. Next, to avoid damage of the antenna pattern modulation, half beamwidth is extended to both sides of the detected area in azimuth, and the result is treated as the data of Channel I. Then, the left echo is considered as the data of Channel II. However, since the truncation after extraction would destroy the continuity of the background and might cause the unwanted artifacts after processing, the data of the detected area would be compensated to Channel II before conducting the corresponding regularization algorithm.

Step 3: Data processing. After dividing the data, the imaging problem will be conquered by implementing SRIM and RERA on the data of Channel I and Channel II, respectively. RERA will be particularly introduced in the next subsection.

Step 4: Combining the results. After data processing, the resolved targets and well preserved outline can be obtained. Before being combined, the results of two channels should be preprocessed first. For the result of Channel I, since the areas beyond the detected part are expected to have no energy, the pixels located in these areas should be set as zero. For the result of Channel II, the pixels
corresponding to the detected area are treated as targets and should be eliminated. Then the result of DC-RIM can be obtained by combining the processed results together.

3.2. The Region Enhancement Regularization Imaging Algorithm

The objective of regularization for forward-looking imaging is to estimate targets scattering coefficients \( \sigma \) from the received data \( s \) as accurately as possible. Given \( s \) and \( H \), the estimated \( \hat{\sigma} \) can be obtained by minimizing the following objective function

\[
F(\sigma) = \| s - H\sigma \|_2^2 + \lambda \Phi(\sigma)
\]

(6)

The first part of \( F(\sigma) \) is the data fidelity term which measures the fitness of the estimation with the observed data. The second part is the regularization term, which is utilized to incorporate the prior information about the estimator to constrain the solution. The regularization parameter \( \lambda \) controls the relative weight of the two terms.

Normally, different regularization operators display diverse performances. For instance, the sparse regularization has strong ability in distinguishing the strong targets. Other than that, the Tikhonov regularization operator is pretty robust to the noise because of its \( L_2 \) norm constraint is suitable for overcoming the impact of noise, whereas the \( L_2 \) norm constraint is too sensitive to the outliers and tends to perform heavy penalty to the large values, which would result in overly smoothed background. Therefore, to acquire a well-behaved structure of the background, we propose a region enhancement regularization algorithm (RERA) by making use of the two-order gradient information of the scene.

\[
F(\sigma) = \| s - H\sigma \|_2^2 + \lambda_1 \| L\sigma \|_2^2 + \lambda_2 \| \nabla_{xx}\sigma \|_1
\]

(7)

where \( \| L\sigma \|_2 \) stands for the \( L_2 \) norm regularizer; the common choices for \( L \) are the identity or matrix approximating the derivative operator; \( \lambda_1 \) and \( \lambda_2 \) are the parameters which control the weights of two regularizers respectively; \( \nabla_{xx}\sigma \) stands for a two-order gradient operator of \( \sigma \), which is defined as

\[
\nabla_{xx}\sigma = (\tilde{\sigma}_1, \cdots, \tilde{\sigma}_i, \cdots, \tilde{\sigma}_N)^T, \quad \tilde{\sigma}_i = \sigma_{i+1} + \sigma_{i-1} - 2\sigma_i
\]

(8)

where \( \sigma_{i-1}, \sigma_i \) and \( \sigma_{i+1} \) are the \( i-1 \)th, \( i \)th and \( i+1 \)th elements of \( \sigma \), respectively. The second-order gradient operator can efficiently measure the variation of the gradient, and the \( \ell_1 \) operator would concentrate the energy on large gradient values, which can efficiently enhance the edge structure of the scene and retrieve a well-preserved outline of the background. Then the estimate \( \hat{\sigma} \) is given by

\[
\hat{\sigma} = \arg\min_{\sigma} \left\{ F(\sigma) = \| s - H\sigma \|_2^2 + \lambda_1 \| L\sigma \|_2^2 + \lambda_2 \| \nabla_{xx}\sigma \|_1 \right\}
\]

(9)

Through minimizing the newly formulated objective function, the obtained solution can maintain the continuity of the original scene and construct fine structures of the scene. When determining the regularization parameters, a uniform \( \lambda \) can be firstly calculated for \( \lambda_1 \) and \( \lambda_2 \) through the L-curve method [18]. Afterwards, a gradient entropy scale factor \( \rho \) is used to modify the parameter \( \lambda_2 \), which is

\[
\lambda_2 = \rho \lambda
\]

(10)

with

\[
\rho = \frac{s_{\text{cell}}}{s_{\text{average}}}
\]

(11)

where \( s_{\text{cell}} \) and \( s_{\text{average}} \) are the gradient entropies of the processed range bin and the whole echo, respectively

\[
s_{\text{cell}} = - \sum_{q=0}^{M_c} P_c(q) \log_2 P_c(q), \quad s_{\text{whole}} = - \sum_{q=0}^{M_w} P_w(q) \log_2 P_w(q)
\]

(12)

where \( q \) is the second-order gradient value of the data, \( M_c \) the maximum second-order gradient value in one range cell, \( M_w \) the maximum second-order gradient value of the whole data, \( P_c(q) \) the probability of value \( q \) in one range cell, and \( P_w(q) \) the probability of value \( q \) in the whole data. This scale factor
indicates that if the gradient variation of the current range cell is larger than the global gradient variation, the penalty for the two-order gradient term should be stronger than the average penalty and vice versa.

As to the solution of the optimal problem obtained by Equation (9), since the $\ell_1$ operator is non-differential and the direction solution unaccessible, the two-order gradient regularization operator can be modified by the following smooth approximation

$$
\|\nabla_{xx}\sigma\|_1 = \sum_{i=2}^{N-1} \left( \sqrt{(\tilde{\sigma}_i)^2 + \varepsilon} \right)^{1/2}
$$

(13)

where $\varepsilon \geq 0$ is a small constant introduced to solve the non-differentiability of the $\ell_1$ operator. Then the idea of an accelerated iterative shrinkage/thresholding algorithm is adopted in this paper in order to solve the obtained convex optimal problem [19]. Moreover, this fast algorithm will greatly facilitate the engineering application of the proposed method through shortening the computation time of the proposed method with almost no performance loss. Firstly, the gradient of the objective function is calculated as

$$
\nabla F (\sigma) = H^T (H\sigma - s) + \lambda_1 L^T L\sigma + \lambda_2 \text{diag} \left\{ \left( |\tilde{\sigma}_i|^2 + \varepsilon \right)^{-\frac{1}{2}} \right\} \sigma
$$

(14)

where $\text{diag} (\cdot)$ is the diagonal matrix with elements in the bracket as its diagonal. Following the gradient direction in the $N$ dimensional data space, the basic iterative formula to search the optimal solution is given by

$$
\sigma_{k+1} = \psi (\sigma_k) = R_\delta \left\{ \sigma_k - \alpha \nabla F (\sigma_k) \right\}
$$

(15)

which is

$$
\sigma_{k+1} = R_\delta \left\{ \sigma_k + \alpha \left( H^T (H\sigma_k - s) + \lambda_1 L^T L\sigma_k + \lambda_2 \text{diag} \left\{ (|\tilde{\sigma}_k|^2 + \varepsilon)^{-\frac{1}{2}} \right\} \sigma_k \right) \right\}
$$

(16)

where $\sigma_k$ is the iterative result after $k$ iterations, $\alpha$ the step size which is confined to be smaller than $2/\|H^T H\|$ to ensure the convergence. $R_\delta : R^N \rightarrow R^N$ is the shrinkage/thresholding operator defined by $R_\delta (x) = [R_\delta (x_1), \cdots, R_\delta (x_i), \cdots, R_\delta (x_N)]$, where

$$
R_\delta (x_i) = \begin{cases} 
0 & , \quad |x_i| \leq \delta \\
 x_i - \delta \text{sgn} (x_i) & , \quad \text{otherwise}
\end{cases}
$$

(17)

Then the implementation steps to obtain the optimal solution of Equation (9) are given as follows:

**Input:** The parameters $\alpha$ and $\delta$ for the iterative formula Equation (16)

**Initial Step:** Take $\sigma_0 = s$, compute the first two iterative results through Equation (16), $\sigma_1 = \psi (\sigma_0)$, $\sigma_2 = \psi (\sigma_1)$ and the first two iterative vectors $g_1 = \sigma_1 - \sigma_0$ and $g_2 = \sigma_2 - \sigma_1$

**Repeat**

- Compute the extrapolation step size
  $$
  \alpha_k = \frac{\sum g_{k-1} \cdot g_{k-1}}{\sum g_{k-1}} \quad 0 < \alpha_k < 1
  $$
- Calculate the prediction point
  $$
  y_{k+1} = \sigma_k + \alpha_k (\sigma_k - \sigma_{k-1})
  $$
- Compute the next iterative result $\sigma_{k+1}$ with obtained predicted point $y_{k+1}$ through Eq. (16), $\sigma_{k+1} = \psi (y_{k+1})$

**Update**

- Update the iterative vector $g_{k+1} = \psi (y_{k+1}) - y_{k+1}$

**Until** convergence

**Output $\sigma_{k+1}$**

The obtained estimator $\hat{\sigma}$ is not only stable to the noise, but also has a better retrieved edge structure. Therefore, a region enhanced background can be obtained by conducting this algorithm to the data of channel II.
4. EXPERIMENTAL RESULTS

4.1. Two Dimensional Scene Simulation

The simulation scene is shown in Figure 3(a), wherein several ships are berthed in a harbor, and there is a playground located aside the coast. Some related simulation parameters are set as follows: the velocity of the platform is 50 m/s; the pulse repetition frequency is 2000 Hz; the 3 dB width of the antenna pattern is 3°. The radar antenna scans from −10° to 10° with an antenna scanning speed 70°/s. In addition, the relative phases of the targets are set to zero for the sake of better exhibition.

Figure 3(b) displays the real beam echo of scanning radar after range migration correction, of which the signal to noise ratio (SNR) equals 20 dB. We can tell that the ships cannot be resolved due to the low azimuth resolution. The SRIM introduced in [16] is firstly conducted on the echo, and the sparse norm is chosen as $p = 0.8$ as suggested by the author. The discrepancy criterion is used to stop the iterations and so do the other methods [7]. The result of SRIM is demonstrated in Figure 3(c), from which it can be observed that the targets are distinguished completely. Nevertheless, the background is granulated, and the structure of the playground has been seriously destroyed. Figure 3(d) displays the result of Tikhonov method [9], from which it can be told that the scene tends to be overly smoothed and that the ships are barely separated. Then the proposed DC-RIM is conducted, and the segmentation parameter $\kappa$ is set as 4. The input parameters for the data of Channel II are initialized as $\beta = 1$ and $\delta = 0.5$, and the result of RERA is displayed in Figure 3(d). It can be observed that the playground is enhanced, and the outline of the scene is much clearer than Tikhonov.

To further demonstrate the reconstruction of the background, especially the distinct playground, structure similarity (SSIM) [20] is used to measure the quality of the recovered playground. The larger the value is, the closer the result will approach the original scene. The computation of the SSIM is confined within a rectangle area, which is indicated in Figure 3 by yellow rectangle. The SSIMs of SRIM, Tikhonov and RERA are calculated to be 0.2076, 0.4550 and 0.5461, respectively. It can be seen that RERA can retrieve the structure of the background better than the other two methods. Finally, the DC-RIM is conducted, and the result is demonstrated in Figure 3(f). It can be observed that not only all the ships are separated thoroughly, but also the structure of the background is well retrieved.

Next, we compare the performance of different methods in various SNR cases. Relative error (ReErr) is used to measure the energy difference between the imaging result and the original scene [20]. In addition, the performance improvement ratio (PIR) is defined to evaluate the extent of the performance improvement by DC-RIM compared with SRIM

$$\text{PIR}_{\text{SRIM}} = \frac{|\text{ReErr}_{\text{DC-RIM}} - \text{ReErr}_{\text{SRIM}}|}{\text{ReErr}_{\text{SRIM}}}$$

The comparisons of the ReErr in different SNR cases are illustrated in Table 2. In the case of SNR = 30 dB, Tikhonov method has the largest ReErr due to the lack of ability to recover the detail of the scene. In the case of SNR = 20 dB and SNR = 10 dB, the ReErrs of SRIM are the lowest, because the background would be greatly destroyed in low SNR cases when the SRIM tried to separate the closely located boats. Compared with other regularization methods, the proposed DC-RIM has the lowest ReErr in all cases, which shows that the proposed method can effectively decrease the imaging error and reconstruct the original scene more accurately. Moreover, the performance improvement factor PIR$_{\text{SRIM}}$ is getting larger while the SNR is decreasing, which indicates that the DC-RIM has a more prominent advantage in the low SNR situation than SRIM.

Table 1. The comparison of ReErr in different SNR cases.

<table>
<thead>
<tr>
<th>SNR</th>
<th>SRIM</th>
<th>Tikhonov</th>
<th>RERA</th>
<th>DC-RIM</th>
<th>PIR$_{\text{SRIM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 dB</td>
<td>0.5493</td>
<td>0.5883</td>
<td>0.4815</td>
<td>0.4007</td>
<td>27.05%</td>
</tr>
<tr>
<td>20 dB</td>
<td>0.6405</td>
<td>0.5317</td>
<td>0.5042</td>
<td>0.4276</td>
<td>33.24%</td>
</tr>
<tr>
<td>10 dB</td>
<td>0.7296</td>
<td>0.6178</td>
<td>0.5639</td>
<td>0.4417</td>
<td>39.46%</td>
</tr>
</tbody>
</table>
Figure 3. Result of two dimensional scene simulation: (a) Original scene. (b) Real beam echo after range migration correction. (c) Result of SRIM. (d) Result of Tikhonov. (e) Result of RERA. (f) Result of DC-RIM.

4.2. Real Data Processing

In this subsection, the experiment based on real data is conducted to validate the effectiveness of the proposed method. A Ka band radar system is fixed on the top of a building and used to irradiate the
Table 2. Experiment parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>30.75 GHz</td>
</tr>
<tr>
<td>Band width</td>
<td>40 MHz</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>2 µs</td>
</tr>
<tr>
<td>Pulse repetition frequency (PRF)</td>
<td>4000 Hz</td>
</tr>
<tr>
<td>Antenna scanning velocity</td>
<td>60°/s</td>
</tr>
<tr>
<td>Antenna scanning area</td>
<td>±33°</td>
</tr>
<tr>
<td>Main-lobe beam width</td>
<td>4°</td>
</tr>
</tbody>
</table>

forward-looking region. The experiment parameters are illustrated in Table 2. Figure 4(a) displays the experiment scenario in which there are two crossed roads in the scene, and most parts of the roads are shielded by the bush and cannot be revealed in the optical image. Two corner reflectors are settled on the roof of two cars, which are parked in the same range. The centroids of the two corner reflectors are 7 m apart, and the targets are illustrated in the mini-picture in the right of Figure 4(a). Since the distance between the targets and the radar is 310 m, the angle space between the two reflectors is approximated to be 1.3°. The echo for the scanning radar with range compression is shown in Figure 4(b), from which we can tell the outline of the roads. The brightest area that is circled out by an ellipse is where the two corner reflectors are located. Nevertheless, since the two reflectors are within one antenna beamwidth, they cannot be resolved.

Figure 4. Experiment scenario and echo: (a) Optical scenario. (b) Echo after range compression.

Then the proposed DC-RIM is conducted on the echo. As a contrast, SRIM and Tikhonov are also conducted. Figure 5(a) shows the result of SRIM, from which we can tell that the two corner reflectors are thoroughly separated, whereas the scene is also destroyed, and the upper road almost disappears after being processed. Figure 5(b) displays the result of Tikhonov method, from which we can tell that the outlines of the two crossed roads are retrieved much better. Nevertheless, the two corner reflectors cannot be separated, and the scene seems overly smoothed. Besides, some structures of the upper road have disappeared as well. Figure 5(c) displays the result of RERA, from which we can tell that the outlines of the two crossed roads are much clearer than Tikhonov. However, the two corner reflectors still cannot be separated. Figure 5(d) demonstrates the result of DC-RIM. We can observe that the proposed method can not only separate the two corner reflectors thoroughly, but also maintain almost all the details of the scene, especially retrieve the road well.
5. CONCLUSION

In this paper, we have proposed a divide and conquer regularization imaging method for forward-looking scanning radar. For the scenes that contain adjacent strong targets in the continuous background, resolving the closely located targets and maintaining a good outline of the scene usually cannot be obtained simultaneously. Our proposed method firstly divides the echo into two channels. Then SRIM is conducted on channel I to resolve the targets, and a newly proposed region enhancement algorithm is performed on channel II to retrieve a good outline of the scene. Finally, the results of the two channels are combined, and then the final imaging result is obtained. Simulations and real data experiments have verified the advantage of proposed method compared with the traditional regularization imaging methods.
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