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Abstract—In order to effectively improve the communication quality in the extremely-low frequency (ELF) communication, a whole model of analog circuits and transform domain algorithm is constructed. Analog circuits include a pair of magnetic antennas, an amplifier and a group of filters. The distributed capacitance of the magnetic antenna is effectively reduced by the segmented winding method. Analog circuits used to amplify and filter received signal are designed. Besides, a magnetic sensor with high sensitivity is produced. The Karhunen-Loève transform (KLT) algorithm applied to the field of interference suppression is deduced in detail. The transform successfully passes the received signal along the basis vector in sub-band, but the interference signal along the vector is attenuated. Therefore, the problem of an optimal filter is converted into the solution of transform factor for each sub-band. Then the relationship between the KLT transform and the time domain algorithm in the interference suppression problem is given. Based on the KLT algorithm, Fourier transform (FT) that makes the correlation matrices of the received signal diagonalized approximately is applied to the interference suppression algorithm. Based on the deduction results, the final optimal filter expressions are basically the same as the KLT algorithm. Finally, the experiments are carried out by using the simulated signal and real collected data in the laboratory, respectively. The schematic diagram of the real collected device is presented. The experimental result shows that, no matter the analog signal or the real collected data, the proposed algorithm can effectively suppress the interference. For the simulation, the performance of KLT algorithm is basically same as that of FT algorithm, but KLT algorithm is obviously better than FT algorithm for real collected data.

1. INTRODUCTION

ELF communication [1] has the characteristics of small attenuation, stable and reliable signal transmission and strong anti-interference ability in the sea water, and can solve the problem of long-distance and deep communication. ELF communication is almost all-weather, full space for reliable communication, which has rather prominent capabilities of hiding communication. However, the radiation efficiency of antenna in ELF communication is very low. The received signal is also facing strong background noise, so signal-to-noise ratio in ELF communication is very low. Some existing communication technologies can no longer meet the requirement of ELF communication. In order to improve the reliability of communication, the two aspects can be considered. It means increasing transmission power and adopting advanced signal enhancement technologies. The cost of former method is very high, and the effect is not obvious. Therefore, this paper enhances the desired signal from the latter, including two aspects of analog circuits design and the interference suppression algorithm.
Given that the received signal in ELF communication is very weak, the ELF magnetic antenna with high sensitivity must be designed in order to effectively detect the desired signal. Yan et al. [2] proposed two different optimization schemes in consideration of the volume of the coil and magnetic core. Coillot et al. [3] optimized inductive magnetometer by adopting ferromagnetic cores with different shapes. Besides, Shao et al. used high-resistivity laminated magnetic cores and magnetic flux collectors on both sides of the magnetic core to increase the effective area and the effective permeability of the magnetic core so as to improve the sensitivity of the sensor, developing magnetic sensors with a wide range of frequency [4].

In this paper, starting from the principle of magnetism measuring of inductive magnetic sensor, magnetic core material with higher relative permeability is selected to produce the magnetic antenna with high sensitivity. In order to effectively increase the amplitude of the received signal and prevent the quantization noise from affecting the performance of the receiver, an integrated operational amplifier with low power consumption and low noise is designed and manufactured as the preamplifier of the magnetic sensor.

In terms of the interference suppression algorithm, there are many types of algorithms [5–7] based on the number of channels used, the mixed method of noise and signal, the statistical relationship between noise and signal, and the signal processing domain. The traditional algorithms mainly include matched filter [8], wavelet transform [9], etc. The term interference in this paper is widely accepted as additive noise that is statistically independent of the desired signal. The optimal filter can be directly designed in the time domain [10], but it often requires a large amount of computation, so techniques in the transform domain are generally accepted because each sub-band that refers to the desired signal component along each base vector of transform can be processed individually. Therefore, the problem of the optimal filter is converted into solving the transform factor for each sub-band. KLT is widely used in image recognition [11] and speech signal enhancement [12]. In this paper, KLT algorithm is applied to the ELF communication. At present, no application of this algorithm has been found yet. The transform projects the received signal and interference into different subspaces respectively, and the interference statistics can then be estimated from the interference subspace without desired signal. These statistics can be used to clean the received signal subspace subsequently, thereby restoring the desired signal. Furthermore, inspired by the KLT algorithm, the commonly used FT algorithm [13] is also applied to the ELF communication, and some interference suppression effect has been achieved.

2. MATERIAL AND METHODS

The model of proposed algorithm based on analog circuits and transform domain algorithm is shown in Fig. 1. In view of very weak ELF desired signal, the optimization design of the magnetic antenna effectively reduces the distributed capacitance of the magnetic antenna and improves the sensitivity of the magnetic antenna. Given the strong 50 Hz and its harmonic interference mixed in the ELF desired signal, the analog circuits are properly designed, which effectively suppress the out-of-band interference. After the process in analog domain is completed, the conversion of the signal from the analog domain to the digital domain is achieved by the data acquisition unit NI-cDAQ9184 produced by National Instruments.
Instruments. The collected data are separately processed in each sub-band by using the transform domain algorithm, and optimal transform coefficients are chosen to achieve interference suppression and recover the desired signal. Finally, a reasonable evaluation index is established to evaluate the proposed algorithm.

2.1. Magnetic Antennas

Magnetic antenna is mainly composed of induction coil and magnetic core. The quality of magnetic antenna has great influence on the performance of magnetic sensor. Due to the limited experimental environment, the noise floor of the magnetic antenna cannot be measured; therefore, the sensitivity of the magnetic antenna can only be qualitatively analyzed. The magnetic core used in this paper is a nanocrystalline alloy material, which is a new type of soft magnetic material with high permeability and low magnetic core loss. At the same time, the material has better performance and lower price than other metal soft magnetic materials and has gradually replaced silicon steel.

When the magnetic antenna is produced, the motor and reducer are combined as a winding machine, which can achieve automatic winding instead of the original manual winding, and the counter is installed on winding machine to record the number of turns automatically. The above method improved the winding efficiency and the accuracy of the number of turns recorded. In addition, the segment winding using acrylic clapboard is adopted. In order to make the winding coil firmly fixed on the core, the produced antennas are soaked in the varnish for a period of time. By measuring the self-resonant frequency of the antenna, it is found that this segment winding method can reduce the distributed capacitance of the antenna by an order of magnitude, compared to the original direct winding method, which is equivalent to improving the passband quality factor.

2.2. Analog Circuits

The role of the preamplifier is to amplify the front weak signal, and the key design is to reduce the noise voltage. The amplifier used in this paper is AD797 chips. By referring to the instruction of the chip and noise model of the simulation, it is found that the input and output noises of the chip are very low at frequency below 1 kHz. Therefore, the chip is well suited as a preamplifier.

The filter circuits including two types of notch filters, a low-pass filter and a high-pass filter are mainly used to filter out different types of interferences. Although the switched capacitor filter has better performance, the filter can lead to higher noise. Therefore, this paper adopts the active filter. In view of the fact that the 50 Hz interference and its odd harmonics in the atmospheric noise are much larger than the even harmonics, the two types of notch filters, 50 Hz and 150 Hz, are used. The designed notch filter can theoretically have the notch depth up to 40 dB and can be adjusted by the potentiometer, but the measured result showed that notch filter did not reach the theoretical value in practice due to center frequency offset. Although the offset is only a few percent of Hz, notch filter circuit debugging is quite difficult. Therefore, this paper uses a two-stage notch filters cascade instead of circuit debugging. For a 195 Hz low-pass and a 40 Hz high-pass filter, the paper adopts a fourth-order Butterworth filter. The theoretical attenuation of this kind of filter is $-80$ dB/decade. To avoid the introduction of 50 Hz interference, the above filters are powered by 6 V battery pack. Besides, the designed circuit board frame is sealed up by acrylic sheet and glass plastic and reserves two holes on left and right ends of the circuit board to install an SMA connector for input and output signal. The final designed analog circuits board are shown in Fig. 2.

2.3. Signal Model

The interference suppression problem considered in this paper is to recover the desired signal $x(k)$ with zero mean from the received signal by sensors. The signal model can be written as

$$y(k) = x(k) + n(k)$$

where $k$ is the discrete time index, and $n(k)$ is the interference signal with zero mean, which is the sum of various actual atmospheric noises and artificially added interference and uncorrelated with $x(k)$. 
Assuming that the data are processed by groups with the length of \( L \), Equation (1) can be changed in vector form

\[
\vec{y}(k) = \vec{x}(k) + \vec{n}(k)
\]  

(2)

where \( \vec{y}(k) = [y(k), y(k-1), \ldots, y(k-L+1)]^T \), \( T \) is the transpose operator. The form of \( \vec{x}(k) \), and \( \vec{n}(k) \) is defined similarly with \( \vec{y}(k) \). The correlation matrix of the noisy signal is expressed as

\[
R_{yy}(k) = R_{xx}(k) + R_{nn}(k)
\]  

(3)

where \( R_{yy}(k) = E\{\vec{y}(k)\vec{y}^T(k)\} \) is the correlation matrix of \( \vec{y}(k) \) with \( L \times L \) dimension at time \( k \); \( R_{xx}(k) = E\{\vec{x}(k)\vec{x}^T(k)\} \) and \( R_{nn}(k) = E\{\vec{n}(k)\vec{n}^T(k)\} \) are similar to \( R_{yy}(k) \); \( E\{\cdot\} \) represents the mathematical expectation. For convenience of presentation, in the rest of this paper, the time index in correlation matrix will be omitted.

The problem in this paper is how to estimate the desired signal from the received signal, if linear transformation is applied to the problem, which can be solved as

\[
\vec{x}_e(k) = W\vec{y}(k) = W(\vec{x}(k) + \vec{n}(k)) = \vec{x}_w(k) + \vec{n}_w(k)
\]  

(4)

where \( W \) is the filter matrix with \( L \times L \) dimension, \( \vec{x}_w(k) \) the filtered desired signal, and \( \vec{n}_w(k) \) the residual interference. Therefore, the interference suppression problem becomes to find the optimal filter which can make the desired signal basically undistorted and the interference attenuated as much as possible.

2.4. Performance Index

Generally speaking, the most intuitive and simplest method quantifying the effect of interference suppression is the signal-to-interference ratio (SIR). Theoretically, SIR is defined as the ratio of the
power of desired signal to the power of interference signal. However, the index can be simplified in order to meet the need in practice. The simplified SIR is defined as the ratio of the spectrum of desired signal to the spectrum of interference signal. And the SIR is expressed as

$$\text{SIR (dB)} = S_x \text{ (dB)} - S_n \text{ (dB)}$$

(5)

where $S_x$ is the spectrum of desired signal in log-domain, and $S_n$ is the spectrum of interference signal at certain frequency in log-domain.

2.5. KLT Algorithm

One of the most beneficial aspects of the KLT is its potential to reduce the dimensionality of the vector. Below, KLT algorithm will be directly applied to achieve interference suppression by estimating the KLT coefficients of the desired signal in each sub-band.

The correlation matrix $R_{yy}$ is diagonalized as

$$U^T R_{yy} U = D$$

(6)

where $U = [u_1, u_2, \ldots, u_L]$ represents $L \times L$ dimension orthogonal matrix composed with eigenvectors of $R_{yy}$, and $D = \text{diag} \{ \delta_1, \delta_2, \ldots, \delta_L \}$ represents the diagonal matrix composed with eigenvalues of $R_{yy}$. The vector $\vec{y}(k)$ can be written as

$$\vec{y}(k) = \sum_{i=1}^{L} \alpha_y(k, u_l) u_l$$

(7)

where

$$\alpha_y(k, u_l) = u_l^T \vec{y}(k), \quad l = 1, 2, \ldots, L$$

(8)

represents the coefficients of KLT. The representation of the random vector described by Eqs. (7) and (8) is the KLT where Eqs. (7) and (8) are respectively synthesis part and analysis part [12].

Given that $\vec{y}(k)$ is the received vector with zero mean and $U$ is orthogonal matrix,

$$E \{ \alpha_y(k, u_l) \} = 0, \quad l = 1, 2, \ldots, L$$

$$E \{ \alpha_y(k, u_i) \alpha_y(k, u_j) \} = \begin{cases} \delta_i, & i = j \\ 0, & i \neq j \end{cases}$$

(9)

According to Equation (2), Equation (8) is written as

$$\alpha_y(k, u_l) = u_l^T \vec{y}(k) = u_l^T (\vec{x}(k) + \vec{n}(k)) = \alpha_x(k, u_l) + \alpha_n(k, u_l), \quad l = 1, 2, \ldots, L$$

(10)

From Equation (10), the KLT coefficients along base vector are uncorrelated with those along other base vectors; therefore, KLT coefficients along different base vectors can be independently estimated without considering the influence on each other. Obviously, the interference suppression problem in KLT algorithm is to recover $\alpha_x(k, u_l)$ by multiplying $\alpha_y(k, u_l)$ with a scalar filter $w_l$, and it can be expressed as

$$\hat{\alpha}_x(k, u_l) = w_l \alpha_y(k, u_l) = w_l (\alpha_x(k, u_l) + \alpha_n(k, u_l)), \quad l = 1, 2, \ldots, L$$

(11)

Therefore, the error signal in KLT is defined as

$$e(k, u_l) = \alpha_x(k, u_l) - \hat{\alpha}_x(k, u_l) = \alpha_x(k, u_l) - w_l \alpha_y(k, u_l), \quad l = 1, 2, \ldots, L$$

(12)

The mean square error (MSE) criterion is adopted, and the cost function is defined as

$$J(w_l) = E \left\{ |e(k, u_l)|^2 \right\} = E \left\{ |\alpha_x(k, u_l) - w_l \alpha_y(k, u_l)|^2 \right\}$$

(13)

The optimal filter is designed by setting the derivative to zero, which means $\partial J(w_l)/\partial w_l = 0$; therefore, it is expressed as

$$w_l = \frac{E \{ \alpha_x(k, u_l) \alpha_y(k, u_l) \} \alpha_y(k, u_l) - E \{ \alpha_y(k, u_l) \alpha_y(k, u_l) \}}{E \{ \alpha_y(k, u_l) \alpha_y(k, u_l) \} \alpha_y(k, u_l)}$$

(14)
According to Equation (9), $E \{ \alpha_n(k, u_i) \alpha_n(k, u_j) \}$ is written as

$$E \{ \alpha_n(k, u_i) \alpha_n(k, u_j) \} = \begin{cases} u_i^T R_{nn} u_i, & i = j \\ 0, & i \neq j \end{cases}$$ (15)

Substituting Equation (15) into (14), the optimal filter can be written as

$$w_l = \frac{\delta_l - u_l^T R_{nn} u_l}{\delta_l}, \quad l = 1, 2, \ldots, L$$ (16)

Below, the relation between KLT and time domain will be shown. In time domain, the estimated desired signal can be expressed as

$$\vec{x}_n(k) = \sum_{l=1}^{L} \hat{\alpha}_x(k, u_l) u_l = \sum_{l=1}^{L} w_l u_l^T \hat{y}(k) u_l = \sum_{l=1}^{L} w_l u_l^T l y(k) = W(U) \hat{y}(k)$$ (17)

where $W(U) = U \text{diag} \{ w \} U^T$ is the optimal filter with $L \times L$ dimension in time domain, and $w = [w_1, w_2, \ldots, w_L]$ corresponds to the optimal filter in KLT.

### 2.6. Fourier Domain Algorithm

The interference suppression in KLT algorithm is to diagonalize the correlation matrix $R_{yy}$ of received signal, and $R_{yy}$ is the Toeplitz matrix. Therefore, a new transform in Fourier domain can be proposed to diagonalize the correlation matrix $R_{yy}$ approximately. The method adopted in Fourier domain is basically the same as that in KLT that makes interference signal along base vector attenuated as much as possible without signal distortion.

The unitary matrix chosen in Fourier domain is defined as $F = [f_1, f_2, \ldots, f_L]$, where

$$f_l = \frac{1}{\sqrt{L}} \left[ 1, e^{j \omega_l}, \ldots, e^{j \omega_l(L-1)} \right]^T, \quad \omega_l = 2\pi(l - 1)/L, \quad l = 1, 2, \ldots, L$$ (18)

Assuming that received signal is filtered by $g(f_l) = [g_1(f_l), g_2(f_l), \ldots, g_L(f_l)]^T$, the signal along $f_l$ vector has no attenuation, but the signal along other vectors is largely attenuated. It means that $f_l^H g(f_l) = 1$, where $H$ represents the conjugate transpose of the vector. The spectrum $p_{yy}(f_l)$ of received signal along base vector $f_l$ is defined as

$$p_{yy}(f_l) = g^H(f_l) R_{yy} g(f_l)$$ (19)

Therefore, appropriate cost function needs to be chosen to get $g(f_l)$. The cost function is defined as

$$J(g(f_l)) = g^H(f_l) R_{yy}^{1/2} g(f_l) + \lambda \left( 1 - f_l^H g(f_l) \right)$$ (20)

where $R_{yy}^{1/2}$ is the square root of correlation matrix $R_{yy}$, and $\lambda$ is the Lagrange factor. By minimizing the cost function, the solution of Equation (20) is expressed as

$$g(f_l) = \frac{\lambda}{2} R_{yy}^{-1/2} f_l$$ (21)

Substituting the constraint $f_l^H g(f_l) = 1$ into Equation (21), $\lambda = 2/(f_l^H R_{yy}^{-1/2} f_l)$, so the solution can be expressed as

$$g(f_l) = \frac{R_{yy}^{-1/2} f_l}{f_l^H R_{yy}^{-1/2} f_l}$$ (22)

It is similar to Equation (8), and the coefficients in Fourier transform are defined as

$$\beta_y(k, f_l) = g^H(f_l) \hat{y}(k), \quad l = 1, 2, \ldots, L$$ (23)

$$E \{ \beta_y(k, u_i) \beta_y^H(k, u_j) \} \text{ and } E \{ \beta_n(k, u_i) \beta_n^H(k, u_j) \} \text{ are respectively deduced as}$$

$$E \{ \beta_y(k, u_i) \beta_y^H(k, u_j) \} = \begin{cases} p_{yy}(f_l), & i = j \\ 0, & i \neq j \end{cases}, \quad E \{ \beta_n(k, u_i) \beta_n^H(k, u_j) \} = \begin{cases} p_{nn}(f_l), & i = j \\ 0, & i \neq j \end{cases}$$ (24)
where the definition of $p_{nn}(f_l)$ is similar to $p_{yy}(f_l)$, and it means $p_{nn}(f_l) = g^H(f_l)R_{nn}g(f_l)$. Therefore, according to Equation (14), the optimal filter can be written as

$$w_l = 1 - \frac{p_{nn}(f_l)}{p_{yy}(f_l)}, \quad l = 1, 2, \ldots, L$$

(25)

From Equations (16) and (25), the form of the optimal filter in Fourier transform is basically same as that in KLT.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Ideal Signal Simulation

As the atmospheric noise contains strong 50 Hz interference and its harmonic components, a set of 50 Hz and its harmonic interferences are adopted in simulation, and MSK signal with 138 Hz center frequency and a bandwidth of 20 Hz is set as another strong interference signal. The desired signal is set to the single frequency signal with 130 Hz. The noise is Gaussian white noise. For 50 Hz interference, the input SIR is set to $-14$ dB, and for MSK interference, the input SIR ratio is set to $-5$ dB. In order to estimate the correlation matrices respectively, two channels are adopted. One channel is used to receive the mixed signal, and the other channel only receives the interference signal. The sampling frequency is set to 2 kHz, and the number of data points is set to 20000. By a large number of simulations, the filter length $L$ is finally set to 20. In view of the limited space of the paper, only the simulation results under this group of parameters are given in Fig. 3.

As can be seen from Fig. 3, both KLT and FT algorithms can effectively suppress the interference, and KLT algorithm is slightly better than the FT algorithm. For the KLT algorithm, the output SIR ratios of the signal to 50 Hz interference and to MSK interference are respectively 19 dB and 21 dB. For the FT algorithm, the output SIR ratios for the above interferences are 15 dB and 21 dB respectively. Although the noise floor is increased, the proposed algorithm can improve the SIR gain, and the power spectrum of the output signal is far above the noise floor. Therefore, the proposed algorithm can achieve ELF communication effectively.

3.2. Experiment Results

In the subsection, analog signal simulation is used, and the simulation environment is relatively ideal. However, the real environment changes at any time. It can be seen from the derivation of the previous formulas that the correlation matrices of the received signal and interference are crucial to the proposed algorithm. Therefore, in order to avoid the estimate with large error leading to inaccurate experiment results, the receiver signal and interference signal are constructed as

$$\begin{align*}
Y(k) &= [\tilde{y}^T(k - p + 1); \ldots; \tilde{y}^T(k - 1); \tilde{y}^T(k)]_{p \times L} \\
V(k) &= [\tilde{n}^T(k - p + 1); \ldots; \tilde{n}^T(k - 1); \tilde{n}^T(k)]_{p \times L}
\end{align*}$$

(26)

where $p$ represents the selected data groups, and different algorithms have different choice. Since $Y(k)$ and $V(k)$ are both Toeplitz matrices, the method that $R_{yy}$ and $R_{nn}$ are respectively estimated by $Y^T(k)Y(k)/p$ and $V^T(k)V(k)/p$ is reasonable and effective.

Data acquisition platform is built in the laboratory. The schematic diagram drawn by Solidworks software and the real acquisition device structure are shown in Fig. 4. The two magnetic sensors designed in Section 2 are used to receive the mixed signal and interference-only signal, respectively. The signal generator TDK AFG3021 transmits 130 Hz signal as the desired signal to coil 1, which is about 5 meters from the magnetic antennas. The function generator RIGOL DG1022U generates noise to signal generator GFG-8016G which carries on random phase modulation with 138 Hz center frequency as the interference signal, and the modulated signal transmits to coil 2, which is about 1 meter from the magnetic antennas with a 45 degree angle. In order to avoid the introduction of 50 Hz interference, power is provide to data acquisition unit and analog circuit board by batteries. In order to avoid mutual influence between magnetic antennas, power is provide to each circuit board separately.
Through a large number of experiments, finally, the filter length $L$ is set to 20. The number of data groups $p$ selected is set to 200. Other parameters are set basically same as the ideal signal simulation. The experimental results are shown in Fig. 5.

Given that the data format collected by the acquisition unit is *.TDMS, the MATLAB software cannot directly read the file format. Therefore, the corresponding format conversion code in LabView
software is written to convert the *.TDMS format into *.XLSX. As long as data storage location is imported into program, the above format conversion can be achieved.

It can be seen from Fig. 5 that for the real atmospheric noise, analog circuits effectively suppress the 50 Hz interference and its harmonic components, and the proposed algorithm achieves better interference suppression effect. For the KLT algorithm, the input SIR ratio of the signal to the MSK is about $-12$ dB, and the output SIR ratio is $15$ dB. For the FT algorithm, the output SIR ratio is $5$ dB. The noise floor processed by the KLT algorithm is slightly increased, while that processed by the FT algorithm is significantly increased. Obviously, for the actual atmospheric noise, the performance of KLT algorithm is obviously better than that of FT algorithm, which may be because the constructed FT matrix does not well diagonalize the correlation matrix of the received signal. It can also be seen from Fig. 5 that although the interference at 250 Hz is still strong, it is far lower than the signal power spectrum and does not affect the communication quality of ELF communication.

4. CONCLUSIONS

In this paper, two aspects of magnetic sensor design and transform domain interference suppression algorithm of ELF communication are introduced. The steps of design and fabrication of magnetic antenna and analog circuits are given in detail. The step of transform domain algorithm is deduced. The relationship between transform domain and time domain is displayed. Finally, the experiments are carried out on analog signal and real collected data in the laboratory. The results show that the performance of KLT algorithm is not different from that of FT algorithm in analog signal simulation,
while KLT algorithm is obviously better than FT algorithm for real collected data. Although both algorithms can raise the noise floor to some extent, the interference suppression effect is obvious. The power spectrum of the desired signal processed by the analog circuits and the proposed algorithm is higher than all types of interference signals, which can effectively improve the reliability of the ELF communication.
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