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Abstract—In this paper, the radar target recognition is given by frequency-diversity RCS (radar cross section) together with kernel scatter difference discrimination. The frequency-diversity technique means to collect electromagnetic signals by sweeping the operation frequencies. Such a technique is usually utilized in inverse scattering and radar target recognition because different frequencies each may contain important information of a target. By using the frequency diversity RCS technique, one can reduce the times of spatial measurement. This is an important contribution since it is always difficult to build a spatial radar measurement in practical battlefield environments. To enhance pattern recognition, the collected RCS data are processed by the kernel scatter difference discrimination, which is improved from the Fisher discrimination. To investigate the capability of tolerating environmental fluctuation, each simulated RCS data is added by a random component prior to implementing pattern recognition. Numerical simulation shows that our recognition scheme is still very accurate even though the RCS contains a random component.

1. INTRODUCTION

The efficiency of a weapon system directly depends on the target recognition capability of a radar system in modern battlefield environments [1]. Traditional radar identification technology usually utilizes a target’s images for identification, e.g., SAR (synthetic aperture radar) [2, 3] and ISAR (inverse synthetic aperture radar) [4, 5]. Although these techniques work well, radar images are difficult to obtain due to the expensive hardware. In general, measuring RCS (radar cross section) [6, 7] is easier than achieving radar images. This motivates us to implement target recognition through RCS. The RCS is affected by frequencies, spatial directions and polarizations. Target recognition by original RCS usually involves enormous data computations. To achieve efficient and reliable recognition, the original RCS data are often projected to an eigenspace prior to identification. The goal is to reduce the data complexity and enhance the discrimination.

Practically, the techniques of collecting electromagnetic signals for inverse scattering are divided into three categories, which are angular, frequency and polarization diversities [8, 9]. Among these three techniques, the frequency diversity [10, 11] is the most efficient so that it becomes very important in inverse scattering. Such a diversity technique means to collect electromagnetic signals by sweeping the operation frequencies. In general, a target always contains special information at different frequencies. Physically, the radar target recognition is a simple and rough approach of inverse scattering. Therefore, it is reasonable to expect that the frequency diversity technique is also useful in RCS based target recognition. Compared with angular-diversity RCS (i.e., collecting electromagnetic signals by changing spatial angles) [12–14], the frequency-diversity RCS technique is more efficient and contains much more
In this paper, the radar target recognition is given by frequency-diversity RCS together with kernel scatter difference discrimination [14–16]. The kernel scatter difference discrimination [14–16] improves conventional Fisher discrimination [17] in computational efficiency, but is not affected by the matrix singularity. Such a pattern recognition technique is based on the differences between “kernel between-class” and “kernel within-class” matrices of scatters. The “kernel between-class” scatter matrix represents the mean distance between centers of different classes in eigenspace, and is expected to be as large as possible. Whereas the “kernel within-class” scatter matrix represents the mean distance between samples within the same class and their center, and is expected to be as small as possible. Thus one can calculate the eigenvalues and eigenvectors in eigenspace. Initially, the frequency-diversity RCS data are collected and projected to the eigenspace. Next, eigenvectors corresponding to several largest eigenvalues are selected as the principal components in eigenspace. Finally, the Euclidean distance in eigenspace is calculated for identifying types of targets. Numerical simulation shows that our radar target recognition scheme can identify targets accurately and efficiently, even though there exist random noises.

In the following, theoretical formulations are given in Section 2. Numerical simulation results are given in Section 3. Finally, conclusions are given in Section 4.

2. FORMULATIONS

This study has no limitation on the types of targets. With loss of generality, we utilize the ship model as the target for simplicity. Consider a ship on the sea level (X-Y plane), as shown in Fig. 1. The front end and broadside of a ship are in directions of +X and ±Y, respectively. A spatial location is characterized by spherical coordinates (R, θ, φ), where R is the distance to the coordinate origin, θ the elevation angle, and φ the azimuth angle. The ship is illuminated by a horizontally propagating plane wave \( \mathbf{E}_i \) with \( \hat{z} \)-polarization and unit magnitude. This incident wave will produce a scattered electric field and then the RCS. The RCS means the relative power magnitude of the reflected electromagnetic signals from a target. Mathematically, the bistatic RCS in the direction of (θ, φ) is defined as [6]

\[
\text{RCS}(\theta, \phi) = \lim_{R \to \infty} \frac{4\pi R^2 |\mathbf{E}_S(\theta, \phi)|^2}{|\mathbf{E}_i|^2}
\]

(1)

Figure 1. Schematic diagram of a ship illuminated by an incident plane wave.
where $\mathbf{E}_i$ is the incident electric field, and $\mathbf{E}_S(\theta, \phi)$ is the scattered electric field. As mentioned above, a target always contains special information at different frequencies. Therefore, this study utilizes frequency-diversity technique to collect RCS data for target identification.

Our recognition scheme includes two stages, which are training and testing. In the training stage, we first select training vectors. Assume there are $P$ ($p = 1, ..., P$) categories of known ships. For each ship in Fig. 1, the incident wave horizontally propagates toward the target from the azimuth angles of $\phi_i = 0^\circ$, $90^\circ$ and $180^\circ$, sequentially. For each incident azimuth angle ($\phi_i$), the RCS data are collected in the direction of ($\theta, \phi_i$) where $\theta$ is changed as $\theta_1, \theta_2, ..., \theta_N$, sequentially. For each direction, the operation frequency is swept as $f_1, f_2, ..., f_M$, sequentially. Thus we have a frequency-diversity signal matrix with the dimension of $(3M) \times (NP)$, as shown in Fig. 2.

\[
\begin{array}{c|cccc|cccc|cccc}
\hline
\text{category #1} & \text{fishing boat} & \text{category #2} & \text{naval ship} & \text{category #3} & \text{container vessel} \\
\hline
\theta_1 & \theta_2 & \ldots & \theta_N & \theta_1 & \theta_2 & \ldots & \theta_N & \theta_1 & \theta_2 & \ldots & \theta_N \\
\hline
\phi_i = 0^\circ & f_1 & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \ldots & \text{RCS} \\
\phi_i = 90^\circ & f_1 & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \ldots & \text{RCS} \\
\phi_i = 180^\circ & f_1 & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \text{RCS} & \ldots & \text{RCS} & \text{RCS} & \ldots & \text{RCS} \\
\hline
\end{array}
\]

**Figure 2.** Illustration of the frequency-diversity signal matrix.

This study utilizes the kernel scatter difference discrimination [14–16] for identification. The details of kernel scatter difference discrimination can be found in References [14–16]. The pattern recognition procedures are briefly given in the following. Assume $\mathbf{x}_i^p$ denotes the $i$-th column in category #$p$ of Fig. 2. It is a training vector in the original RCS data space. In the kernel scatter difference discrimination [14–16], $\mathbf{x}_i^p$ is projected to a higher dimensional feature space $F$ through a mapping function $\Phi(\cdot)$ as

\[
\mathbf{x}_i^p \rightarrow \Phi(\mathbf{x}_i^p) \in F, \quad p = 1, 2, ..., P; \quad i = 1, 2, ..., N. \tag{2}
\]

In the kernel mapping, the “kernel between-class” scatter matrix $\overline{K}_B$ and “kernel within-class” scatter matrix $\overline{K}_W$ are defined as [14–16]

\[
\overline{K}_B = \sum_{p=1}^{P} (\overline{\mathbf{u}}_p - \overline{\mathbf{u}}_{\text{mean}}) \cdot (\overline{\mathbf{u}}_p - \overline{\mathbf{u}}_{\text{mean}})^T \tag{3}
\]
and
\[
\mathbf{K}_W = \frac{1}{N} \sum_{p=1}^{P} \sum_{i=1}^{N} (\mathbf{d}^{\omega}_i - \mathbf{u}_p) \cdot (\mathbf{d}^{\omega}_i - \mathbf{u}_p)^T
\]
(4)

where
\[
\mathbf{u}_p = \frac{1}{N} \left( \sum_{i=1}^{N} \kappa(\mathbf{f}^1, \mathbf{f}^{\omega}_i), \ldots, \sum_{i=1}^{N} \kappa(\mathbf{f}^N, \mathbf{f}^{\omega}_i) \right)^T
\]
(5)
\[
\mathbf{d}^{\omega}_i = (\kappa(\mathbf{f}^1, \mathbf{f}^{\omega}_i), \ldots, \kappa(\mathbf{f}^N, \mathbf{f}^{\omega}_i))^T
\]
(6)

and
\[
\bar{\mathbf{u}}_{\text{mean}} = \frac{1}{N \cdot P} \sum_{p=1}^{P} \sum_{i=1}^{N} \mathbf{d}^{\omega}_i.
\]
(7)

The symbol “\(T\)” in Eqs. (3)–(6) denotes the transposition. The notation \(\kappa(\cdot)\) in Eqs. (5)–(6) is a kernel transformation, which is defined as
\[
\kappa(\mathbf{f}, \mathbf{f}') = \langle \mathbf{f}, \mathbf{f}' \rangle^d
\]
(8)
where \(d\) is the kernel polynomial degree [14–16]. The scatter-difference based discrimination function is given as [14–16]
\[
J(\mathbf{f}) = \left| \mathbf{f}^T \left( \mathbf{K}_B - \ell \cdot \mathbf{K}_W \right) \mathbf{f} \right|
\]
(9)

where \(\mathbf{f}\) is the optimal transformation matrix, and \(\ell\) is the impact parameter. By adjusting the impact parameter \(\ell\) in Eq. (9), one can control the impact from \(\mathbf{K}_B\) or \(\mathbf{K}_W\). The optimal transformation matrix in Eq. (9) is given as \(\mathbf{f} = (\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_e)\) where \(\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_e\) are principal eigenvectors. These principal eigenvectors will be introduced later. As all training vectors are mapped via the optimal transformation matrix \(\mathbf{f}\), the discrimination function \(J(\mathbf{f})\) in Eq. (9) will be maximized. That is, the “kernel between-class” scatter matrix \(\mathbf{K}_B\) is maximized and the “kernel within-class” scatter matrix \(\mathbf{K}_W\) is minimized. This is the optimal discrimination and then the goal of pattern recognition.

Each principal eigenvector is normalized as \(\|\mathbf{w}_i\| = 1, i = 1, 2, \ldots, e\). Thus maximizing \(J(\mathbf{w}_i)\) is equivalent to finding the maximum of the Lagrange function \(L(\mathbf{w}_i, \lambda)\) [14–16] where
\[
L(\mathbf{w}_i, \lambda) = J(\mathbf{w}_i) - \lambda (\|\mathbf{w}_i\| - 1), \quad i = 1, 2, \ldots, e.
\]
(10)

By taking the partial differential of the above function with respect to \(\mathbf{w}_i\) and setting the result to be zero, we have
\[
\left( \mathbf{K}_B - \ell \cdot \mathbf{K}_W \right) \mathbf{w}_i = \lambda \mathbf{w}_i.
\]
(11)

There are \(NP\) eigenvalues (i.e., solutions of \(\lambda\)) in Eq. (11) and these eigenvalues are ranked as \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{NP}\). We select the top \(e \ (e < NP)\) eigenvalues (\(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_e\)) and their corresponding eigenvectors \(\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_e\) as principal components for eigenspace of kernel scatter difference. That is, principal eigenvectors \(\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_e\) will span the eigenspace of kernel scatter difference.

After constructing the eigenspace through the principal eigenvectors, one can project an arbitrary signal vector \(\mathbf{f}\) to a higher dimensional space and then to the eigenspace. The resulting feature vector is
\[
\bar{\mathbf{f}} = (\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_e)^T \cdot \left( \kappa(\mathbf{f}^1, \mathbf{f}), \ldots, \kappa(\mathbf{f}^N, \mathbf{f}) \ldots, \kappa(\mathbf{f}^P, \mathbf{f}) \right).
\]
(12)

All training vectors are projected to the eigenspace by Eq. (12). The center or mean of feature vectors for each category in eigenspace is calculated as
\[
\bar{\mathbf{f}}_{\text{mean}} = \frac{1}{N} \sum_{i=1}^{N} \mathbf{f}_i, \quad p = 1, 2, \ldots, P.
\]
(13)
In the testing stage, the RCS vector $\mathbf{\tau}$ of an unknown target is collected, mapped to the feature space $F$, and then projected to the eigenspace by Eq. (12). Thus, an $e$-dimensional feature vector $\Omega$ as Eq. (12) is obtained. Finally, the Euclidean distance from the testing vector to the center of each category in eigenspace is calculated as

$$\Gamma_p = \| \Omega - \Omega_{\text{mean}}^p \|, \quad p = 1, 2, \ldots, P.$$  \hspace{1cm} (14)

One can use the Euclidean distance of Eq. (14) to estimate the similarity between the unknown and known targets. If the testing vector is the closest (i.e., with the smallest Euclidean distance) to the $p$-th category, we judge the unknown target to be a ship of the $p$-th category.

3. NUMERICAL SIMULATION RESULTS

In this section, numerical examples are given to verify the above formulations. For simplicity, models of ships are considered as targets instead of real ships. As illustrated in Fig. 3, there are three categories of ships ($P = 3$) for modeling the fishing boat (category #1), naval ship (category #2) and container vessel (category #3). The ship size is $kr_1 = 3.1$ for category #1, $kr_2 = 6.3$ for category #2, and $kr_3 = 9.4$ for category #3, where $k$ is the wavenumber, and $r_p$ ($p = 1, 2, 3$) represents the length of a ship. All ships are assumed to be on the sea level ($X$-$Y$ plane) and the characteristic for surface roughness of sea water is assumed to be

$$z(x, y) = \frac{4}{75} r_p \cdot \sin \left( \frac{15}{4} \pi x \right) \sin \left( \frac{15}{4} \pi y \right) + \frac{8}{75} r_p.$$  \hspace{1cm} (15)
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**Figure 3.** Geometrical structures for the three categories of known ships: (a) category #1, (b) category #2 and (c) category #3.
The sea water has a dielectric constant $\varepsilon_r = 81$ and conductivity $\sigma = 4 \text{ S/m}$. In numerical simulation, we utilize the Ansys HFSS (High Frequency Structure Simulator) software to calculate the RCS of ships.

In the training stage, the frequency-diversity signal matrix is first constructed. For each incident azimuth angle ($\phi_i = 0^\circ$ or $90^\circ$ or $180^\circ$), the RCS data are collected in the direction of $(\theta, \phi_i)$ where $\theta$ is changed as $\theta_1 = 61^\circ$, $\theta_2 = 63^\circ$, ..., and $\theta_{15} = 89^\circ$, sequentially. For each direction, the operation frequency is swept as $f_1 = 3.1 \text{ GHz}$, $f_2 = 3.2 \text{ GHz}$, ..., and $f_{10} = 3.9 \text{ GHz}$. Thus we have a frequency-diversity signal matrix with the dimension of $30 \times 45$, as shown in Fig. 2.

In the testing stage, the arrangement for collecting the RCS of an unknown ship is the same as that of the training stage, except that the evaluation angles are changed as $\theta_1 = 62^\circ$, $\theta_2 = 64^\circ$, ..., and $\theta_{15} = 90^\circ$. Note that the evaluation angles of the testing stage are different from those of the training stage. Such an arrangement is for investigating the ability to identify examples that have not been learned. Our goal is to identify which training (known) ship is the most similar to the testing (unknown) ship by using Eq. (14). In our treatment, the number of principal components ($e$) and the kernel polynomial degree ($d$) are set to $e = d = 1$ based on research experiences.

In the first example, we choose the ship of category #1 (i.e., a fishing boat) as the tested (unknown) target. Following the procedures of Section 2, the distance to feature’s center of each category is calculated by Eq. (14) and then given in Fig. 4. From Fig. 4, it is shown that the line of $\Gamma_1$ is the lowest for each testing elevation angle $\theta$. Thus we judge the unknown target to be a fishing boat (i.e., category #1 of known ships). This recognition result is consistent with the fact. The judgments are all correct for all the 15 testing elevation angles. The correct recognition rate is 100% (15/15).

In the second example, we choose the ship of category #2 (i.e., a naval ship) as the tested (unknown) target. The other arrangements are the same as those of the first example. The distance to feature’s center of each category is calculated by Eq. (14) and then given in Fig. 5. Fig. 5 shows that the line of $\Gamma_2$ is the lowest for each testing elevation angle $\theta$. Thus we judge the unknown target to be a naval ship (i.e., category #2 of known ships). This recognition result is consistent with the fact. The judgments are all correct for all the 15 testing elevation angles. The correct recognition rate is 100% (15/15).

In the third example, we choose the ship of category #3 (i.e., a container vessel) as the tested (unknown) target. The other arrangements are the same as the previous two examples. The distance to feature’s center of each category is calculated by Eq. (14) and then given in Fig. 6. From Fig. 6, it reports...
that the line of $\Gamma_3$ is the lowest for each testing elevation angle $\theta$. Thus we judge the unknown target to be a container vessel (i.e., category #3 of known ships). The recognition result is consistent with the fact. The judgments are all correct for all the 15 testing elevation angles. The correct recognition rate is 100% (15/15). From the above three examples, the overall successful recognition rate is 100% (45/45).

To understand whether the proposed recognition scheme is affected by noises, we add a random component to each computed RCS. The random component is generated by Gaussian distribution with zero-mean. The standard deviation of noise distribution is normalized by the root-mean-square RCS and is chosen as $10^{-4}$, $10^{-3}$, $10^{-2}$, $10^{-1}$, $2 \times 10^{-1}$, and $4 \times 10^{-1}$, respectively. Fig. 7 shows the successful recognition rate with respect to different levels of random noises for our recognition scheme. The noise level here means the normalized standard deviation of random components. From Fig. 7, it shows that the successful recognition rate is 100%, 100%, 100%, 100%, 99.44%, and 95.8%, for noise levels of $10^{-4}$, $10^{-3}$, $10^{-2}$, $10^{-1}$, $2 \times 10^{-1}$, and $4 \times 10^{-1}$, respectively. Fig. 7 reports that the successful recognition rate is still greater than 95%, even though the noise level is increased to $4 \times 10^{-1}$. This implies that the proposed recognition scheme has very good ability to tolerate random noises.

Figure 8 shows the successful recognition rate with respect to the number of principal components ($e$) under different choices of kernel polynomial degree ($d$). In Fig. 8, the noise level is set as $4 \times 10^{-1}$, i.e., the worst case of noise effects. Fig. 8 reports that the recognition rate is always greater than 90% for all choices of principal components ($e$) and kernel polynomial degree ($d$). This implies that the kernel scatter difference discrimination is a very good pattern recognition technique in such a problem. Fig. 8 also reports that the kernel polynomial degree ($d$) is an important factor in our recognition scheme, whereas the impact from the number of principal components ($e$) is not significant.

In Eq. (9), the scatter-difference based discrimination function is affected by the kernel between-class scatter matrix $\overline{K_B}$ and kernel within-class scatter matrix $\overline{K_W}$. The weight of impact from $\overline{K_B}$ and $\overline{K_W}$ are controlled by adjusting the impact parameter ($\ell$). Fig. 9 shows the successful recognition rate with respect to different values of impact parameter ($\ell$). Similar to Fig. 8, the noise level of Fig. 9 is set as $4 \times 10^{-1}$, which is the worst case of noise effects. From Fig. 9, it reports that successful recognition rate is generally in negative correlation with the impact parameter ($\ell$), and has the maximum at $\ell = 14$. Thus $\ell = 14$ is the best choice in this study. Therefore, we choose $\ell = 14$ as the impact parameter in the above three numerical examples.
Figure 8. The successful recognition rate with respect to the number of principal components ($e$) under different choices of kernel polynomial degree ($d$).

Figure 9. The successful recognition rate with respect to different values of impact parameter ($\ell$).

4. CONCLUSIONS

In this paper, the radar target recognition is successfully implemented by frequency-diversity RCS together with kernel scatter difference discrimination. The frequency-diversity RCS technique of this study required $3 \times 15 = 45$ spatial directions (i.e., 3 azimuth angles and 15 elevation angles) in constructing the signal matrix for target recognition. Whereas the target recognition by angular-diversity RCS techniques [12–14] requires $181 \times 15 = 2715$ spatial directions (i.e., 181 azimuth angles and 15 elevation angles) in constructing the signal matrix for target recognition. Note that it is always difficult to build a spatial radar measurement in practical battlefield environments. The frequency diversity RCS technique of this study has indeed reduced the times of spatial radar measurement and is then an important contribution in target recognition. To enhance the discrimination, this study utilizes kernel scatter difference technique of pattern recognition. Numerical simulation shows that our target recognition scheme not only gives accurate identification but also significantly reduces the data dimension. The target recognition scheme in this study can also be applied to many other problems of radar engineering.
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