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Abstract—This paper presents a curvelet based approach for the
fusion of magnetic resonance (MR) and computed tomography (CT)
images. The objective of the fusion of an MR image and a CT image
of the same organ is to obtain a single image containing as much
information as possible about that organ for diagnosis. Some attempts
have been proposed for the fusion of MR and CT images using the
wavelet transform. Since medical images have several objects and
curved shapes, it is expected that the curvelet transform would be
better in their fusion. The simulation results show the superiority of
the curvelet transform to the wavelet transform in the fusion of MR
and CT images from both the visual quality and the peak signal to
noise ratio (PSNR) points of view.

1. INTRODUCTION

Image fusion is the process of merging two images of the same scene
to form a single image with as much information as possible. Image
fusion is important in many different image processing fields such as
satellite imaging, remote sensing and medical imaging. The study in
the field of image fusion has evolved to serve the advance in satellite
imaging and then, it has been extended to the field of medical imaging.
Several fusion algorithms have been proposed extending from the
simple averaging to the curvelet transform. Algorithms such as the
intensity, hue and saturation (IHS) algorithm and the wavelet fusion
algorithm have proved to be successful in satellite image fusion. The
IHS algorithm belongs to the family of color image fusion algorithms
[1–3]. The wavelet fusion algorithm has also succeeded in both satellite
and medical image fusion applications [3–5]. The basic limitation of
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the wavelet fusion algorithm is in the fusion of curved shapes. Thus,
there is a need for another algorithm that can handle curved shapes
efficiently. So, the application of the curvelet transform for curved
object image fusion would result in a better fusion efficiency. A few
attempts of curvelet fusion have been made in the fusion of satellite
images but no attempts have been made in the fusion of medical images
[1, 2, 6].

The main objective of medical imaging is to obtain a high
resolution image with as much details as possible for the sake of
diagnosis. There are several medical imaging techniques such as the
MR and the CT techniques. Both techniques give special sophisticated
characteristics of the organ to be imaged. So, it is expected that the
fusion of the MR and the CT images of the same organ would result in
an integrated image of much more details. Researchers have made few
attempts for the fusion of the MR and the CT images [4, 5, 7]. Most
of these attempts are directed towards the application of the wavelet
transform for this purpose. Due to the limited ability of the wavelet
transform to deal with images having curved shapes, the application
of the curvelet transform for MR and CT image fusion is presented in
this paper.

The curvelet transform is based on the segmentation of the whole
image into small overlapping tiles and then, the ridgelet transform is
applied to each tile. The purpose of the segmentation process is to
approximate curved lines by small straight lines. The overlapping of
tiles aims at avoiding edge effects. The ridgelet transform itself is a
1-D wavelet transform applied on the Radon transform of each tile,
which is a tool of shape detection. The curvelet transform was firstly
proposed for image denoising [8–10]. Some researchers tried to apply
it in satellite image fusion [1, 2, 6]. Because of its ability to deal with
curved shapes, the application of the curvelet transform in medical
image fusion would result in better fusion results than that obtained
using the wavelet transform.

The rest of the paper is organized as follows. Section 2 reviews the
wavelet fusion algorithm. Section 3 presents the mathematical basis of
the curvelet transform. Section 4 presents the proposed curvelet fusion
algorithm for MR and CT images. Section 5 gives the experimental
results. Finally, section 6 gives the concluding remarks.

2. WAVELET FUSION

The most common form of transform type image fusion algorithms is
the wavelet fusion algorithm due to its simplicity and its ability to
preserve the time and frequency details of the images to be fused [11].



Progress In Electromagnetics Research C, Vol. 3, 2008 217

fused imagefused wavelet
coefficient

wavelet
coefficients

registered
input image

I1

I2

W

W

W-1

I

Figure 1. Wavelet fusion of two images.

A schematic diagram of the wavelet fusion algorithm of two
registered images I1(x1, x2) and I2(x1, x2) is depicted in Fig. 1. It
can be represented by the following equation:

I(x1, x2) = W−1(φ(W (I1(x1, x2)),W (I2(x1, x2)))). (1)

where W,W−1 and φ are the wavelet transform operator, the inverse
wavelet transform operator and the fusion rule, respectively. There are
several wavelet fusion rules, that can be used for the selection of the
wavelet coefficients from the wavelet transforms of the images to be
fused. The most frequently used rule is the maximum frequency rule
which selects the coefficients that have the maximum absolute values
[4, 5, 11].

The wavelet transform concentrates on representing the image in
multiscales and it’s appropriate to represent linear edges. For curved
edges, the accuracy of edge localization in the wavelet transform is
low. So, there is a need for an alternative approach which has a high
accuracy of curve localization such as the curvelet transform.

3. THE CURVELET TRANSFORM

The curvelet transform has evolved as a tool for the representation of
curved shapes in graphical applications. Then, it was extended to the
fields of edge detection and image denoising [9, 10]. Recently, some
authors have proposed the application of the curvelet transform in
image fusion [1, 2].

The algorithm of the curvelet transform of an image P can be
summarized in the following steps [8–10]:
A) The image P is split up into three subbands ∆1,∆2 and P3 using

the additive wavelet transform
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B) Tiling is performed on the subbands ∆1 and ∆2.
C) The discrete ridgelet transform is performed on each tile of the

subbands ∆1 and ∆2.
A schematic diagram of the curvelet transform is depicted in Fig. 2.
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Figure 2. Discrete curvelet transform of an image P .

A detailed description of these steps is presented below.

3.1. Subband Filtering

The purpose of this step is to decompose the image into additive
components; each of which is a subband of that image. This step
isolates the different frequency components of the image into different
planes without down sampling as in the traditional wavelet transform.
The “a trous” algorithm given below is used for this purpose [2, 3].

Given an image P , it is possible to construct the sequence of
approximations:

f1(P ) = P1, f2(P1) = P2, f3(P2) = P3, . . . fn(Pn−1) = Pn (2)

where n is an integer which is preferred to be equal to 3. To construct
this sequence, successive convolutions with a certain lowpass kernel are
performed. The functions f1, f2, f3, and fn mean convolutions with
this kernel which is given by [3]:

H =
1

256




1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1


 (3)

The wavelet planes are computed as the differences between two
consecutive approximations Pl−1 and Pl, i.e.,

∆l = Pl−1 − Pl (4)
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Thus, the curvelet reconstruction formula is given by:

P =
n−1∑
l=1

∆l + Pn (5)

3.2. Tiling

Tiling is the process by which the image is divided into overlapping
tiles. These tiles are small in dimensions to transform curved lines
into small straight lines in the subbands ∆1 and ∆2 [11–13]. The
tiling improves the ability of the curvelet transform to handle curved
edges.

3.3. Ridgelet Transform

The ridgelet transform belongs to the family of discrete transforms
employing basis functions. To facilitate its mathematical representa-
tion, it can be viewed as a wavelet analysis in the Radon domain. The
Radon transform itself is a tool of shape detection. So, the ridgelet
transform is primarily a tool of ridge detection or shape detection of
the objects in an image.

The ridgelet basis function is given by [1, 2, 9, 10]:

ψa,b,θ(x1, x2) = a−1/2ψ

(
(x1 cos θ + x2 sin θ − b)

a

)
(6)

for each a > 0, each b ∈ R and each θ ∈ [0, 2π). This function is
constant along lines x1 cos θ + x2 sin θ = const.

Thus, the ridgelet coefficients of an image f(x1, x2) are represented
by:

Rf (a, b, θ) =
∞∫

−∞

∞∫
−∞

ψa,b,θ(x1, x2)f(x1, x2)dx1dx2 (7)

This transform is invertible and the reconstruction formula is given by:

f(x1, x2) =
2π∫
0

∞∫
−∞

∞∫
0

Rf (a, b, θ)ψa,b,θ(x1, x2)
da

a3
db
dθ

4π
(8)

The Radon transform for an object f is the collection of line integrals
indexed by (θ, t) ∈ [0, 2π) × R and is given by:

Rf(θ, t) =
∞∫

−∞

∞∫
−∞

f(x1, x2) × δ(x1 cos θ + x2 sin θ − t)dx1dx2 (9)



220 Ali et al.

Thus, the ridgelet transform can be represented in terms of the Radon
transform as follow:

Rf (a, b, θ) =
∞∫

−∞
Rf(θ, t)a−1/2

(
(t− b)
a

)
dt (10)

Hence, the ridgelet transform is the application of the 1-D wavelet
transform to the slices of the Radon transform where the angular
variable θ is constant and t is varying. A schematic diagram of the
ridgelet transform is shown in Fig. 3. To make the ridgelet transform
discrete, both the Radon transform and the wavelet transform have to
be discrete [9, 10].
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Figure 3. Ridgelet transform of an image.

4. THE PROPOSED FUSION ALGORITHM

It is known that different imaging modalities are employed to depict
different anatomical morphologies. CT images are mainly employed
to visualize dense structures such as bones. So, they give the general
shapes of objects and few details. On the other hand, MR images are
used to depict the morphology of soft tissues. So, they are rich in
details [12–16]. Since these two modalities are of a complementary
nature, our objective is to merge both images to obtain as much
information as possible.

A curvelet based algorithm is introduced for this purpose. This
algorithm is summarized as follows:

(1) The MR and the CT images are registered.
(2) The curvelet transform steps are performed on both images.
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(3) The maximum frequency fusion rule is used for the fusion of the
ridgelet transforms of the subbands ∆1 and ∆2 of both images.

(4) An inverse curvelet transform step is performed on P3 of the MR
image and the fused subbands ∆1 and ∆2.

These steps are expected to merge the details in both images into a
single image with much more details.

5. EXPERIMENTAL RESULTS

The proposed algorithm for the fusion of MR and CT images is
tested and compared to the traditional wavelet fusion algorithm. Two
experiments are conducted for this purpose. For the evaluation of the
performance of the fusion algorithms, the visual quality of the obtained
fusion result as well as the quantitative analysis are used. The root
mean square error of the fusion result is given by :

RMSE =

√√√√√√√
M∑
i=1

N∑
j=1

[R(i, j) − F (i, j)]2

M ×N
(11)

where R(i, j) is either the MR or the CT image and F (i, j) is the
fusion result. M and N are the dimensions of the images to be fused.
The smaller the value of the RMSE, the better the performance of the
fusion algorithm. The PSNR of the fusion result is defined as follows:

PSNR = 10 × log
(
(fmax)

2 /RMSE2
)

(12)

where fmax is the maximum gray scale value of the pixels in the fused
image. The higher the value of the PSNR, the better the performance
of the fusion algorithm. The RMSE between the fusion result and both
the MR and the CT images is estimated and two values of PSNR for
both the curvelet and the wavelet fusion results are obtained. In the
first experiment, CT and MR scans of the brain are used as shown
in Figs. 4 and 5, respectively. The wavelet fusion result is given in
Fig. 6 and the curvelet fusion result is given in Fig. 7. From the fusion
results of Figs. 6 and 7, it is clear that the curvelet fusion result has a
better visual quality than the wavelet fusion result. The PSNR values
of these results are tabulated in Table 1. Another experiment has also
been carried out on two other CT and MR images of the same object
and the results are tabulated in Table 2. These values reflect the ability
of the curvelet transform to capture features from both the MR and the
CT images. From these results, it is clear that the proposed curvelet
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Figure 4. CT image. Figure 5. MR image.

Figure 6. Wavelet fusion. Figure 7. Curvelet fusion.

Table 1. PSNR fusion results of experiment 1.

Method PSNR 

Wavelet 
1PSNR  =14.3 dB  Fused image with MR image 

2PSNR = 22.8 dB   Fused image with CT image   

Curvelet 
1PSNR  = 15.2 dB Fused image with MR image 

2PSNR  = 24.9  dB Fused image with CT image 

Table 2. PSNR fusion results of experiment 2.

Method PSNR 

Wavelet 
1PSNR  =12.1 dB  Fused image with MR image 

2PSNR  = 14.6 dB  Fused image with CT image   

Curvelet 
1PSNR  = 12.5 dB Fused image with MR image 

2PSNR  = 16.5 dB  Fused image with CT image   

fusion algorithm has succeeded in obtaining better results than the
wavelet fusion algorithm from both the visual quality and the PSNR
points of view.
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6. CONCLUSION

The paper has presented a new trend in the fusion of MR and CT
images which is based on the curvelet transform. A comparison study
has been made between the traditional wavelet fusion algorithm and
the proposed curvelet fusion algorithm. The experimental study shows
that the application of the curvelet transform in the fusion of MR and
CT images is superior to the application of the traditional wavelet
transform. The obtained curvelet fusion results have higher PSNR
values than the wavelet fusion results. Also, curved visual details are
better in the curvelet fusion results than in the wavelet fusion results.
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