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Abstract—The high-order symplectic finite-difference time-domain
scheme is applied to modeling and simulation of waveguide structures.
First, the perfect electric conductor boundary is treated by the
image theory. Second, to excite all possible modes, an efficient
source excitation method is proposed. Third, the modified perfectly
matched layer is extended to its high-order form for absorbing the
evanescent waves. Finally, a high-order scattering parameter extraction
technique is developed. The cases of waveguide resonator, waveguide
discontinuities, and periodic waveguide structure demonstrate that the
high-order symplectic finite-difference time-domain scheme can obtain
better numerical results than the traditional finite-difference time-
domain method and save computer resources.
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1. INTRODUCTION

As the most standard algorithm, the traditional finite-difference time-
domain (FDTD) method [1, 2], which is explicit and second-order
accurate in both space and time, has been widely applied to modeling
and simulation of waveguide structures [3–11]. However, the numerical
dispersion in the traditional FDTD method leads to less efficiency
for solving the closed problems. Furthermore, waveguide simulations
always consume longer CPU time compared with the same-sized
scattering problems. Hence, the numerical results by the traditional
FDTD method will suffer from significant accumulated errors.

To reduce the numerical dispersion in the traditional FDTD
method, a variety of spatial high-order approaches, such as high-order
FDTD [12, 13], multi-resolution time-domain [14, 15], and discrete
singular convolution [16] methods, are proposed and their applications
in waveguide simulation are developed. For the high-order approaches,
there are still some problems left to be solved. On the one hand,
the image theory uses the stair-cased model, which is inaccurate for
treating the curved dielectric and conducting boundaries. On the
other hand, the required high-order techniques for source excitation,
absorbing boundary condition, and wide-band scattering parameter
extraction are seldom reported.

Focusing on these points, we apply the high-order symplectic
finite-difference time-domain (SFDTD) scheme to analyze the three-
dimensional guided-wave problems. For the time direction, different
from the five-stage fourth-order symplectic integrators used in [16, 17],
the three-stage third-order symplectic integrators [18] are employed to
achieve lower computational complexity. For the spatial direction, the
fourth-order staggered difference with Yee lattice is used. Moreover,
the required high-order techniques matched the SFDTD(3,4) scheme
are developed.

2. THEORY

2.1. Formulation

A function of space and time evaluated at a discrete point in the
Cartesian lattice and at a discrete stage in the time step can be written
as

F (x, y, z, t) = Fn+l/m
(

i∆x, j∆y , k∆z, (n + τl)∆t

)

(1)

where ∆x, ∆y, and ∆z are, respectively, the lattice space steps in the
x, y, and z coordinate directions, ∆t is the time step, i, j, k, n, l, and
m are integers, n + l/m denotes the lth stage after n time steps, m is
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the total stage number, and τl is the fixed time with respect to the lth
stage.

For the spatial direction, the explicit and fourth-order-accurate
staggered difference in conjugation with the Yee lattice is used to
discretize the first-order spatial derivative

(

∂Fn+l/m

∂δ

)

h

≈ 9

8
× Fn+l/m(h + 1/2) − Fn+l/m(h − 1/2)

∆δ

− 1

24
× Fn+l/m(h + 3/2) − Fn+l/m(h − 3/2)

∆δ
(2)

where δ = x, y, z and h = i, j, k.
For the time direction, Maxwell’s equations in homogeneous,

lossless, and sourceless media can be written as [17]

∂

∂t

(

H
E

)

= (U + V )

(

H
E

)

(3)

U =

(

{0}3×3 −µ−1ℜ3×3

{0}3×3 {0}3×3

)

, V =

( {0}3×3 {0}3×3

ε−1ℜ3×3 {0}3×3

)

(4)

ℜ3×3 =







0 − ∂
∂z

∂
∂y

∂
∂z 0 − ∂

∂x

− ∂
∂y

∂
∂x 0






(5)

where H is the vector magnetic field, E is the vector electric field,
{0}3×3 is the 3×3 null matrix, ℜ is the three-dimensional curl operator,
and ε and µ are the permittivity and permeability of the media.

Using the product of elementary symplectic mapping, the exact
solution of (3) can be approximated by the m-stage p-th symplectic
integration scheme [19]

exp
[

∆t (U + V )
]

=

m
∏

l=1

exp(dl∆tV ) exp (cl∆tU) + O
(

∆p+1
t

)

≈
m
∏

l=1

(I + dl∆tV ) (I + cl∆tU) (6)

where cl and dl are the symplectic integrators. To lower the
computational complexity of the high-order SFDTD scheme, we use
the three-stage third-order symmetric symplectic integrators [18]. The
symplectic integrators satisfy the relation dl = cm−l+1, 1 ≤ l ≤ m
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Figure 1. Dispersion curves for a plane wave traveling at θ = 60◦

and φ = 30◦ versus points per wavelength (PPW) discretization:
CFL = 0.495.

with m = 3, c1 = 0.26833010, c2 = −0.18799162, and c3 = 0.91966152.
Compared with the Runge-Kutta method, the symplectic integration
scheme can save considerable memory and conserves the symplectic
structure of electromagnetic field [20].

As a result, the SFDTD(3,4) scheme is constructed. The Courant-
Friedrichs-Levy (CFL) number of the SFDTD(3,4) scheme is 1.118,
which is bigger than 0.743 for the SFDTD(4,4) scheme proposed in
[17]. In each time step, the SFDTD(3,4) scheme only requires three
stages compared with five stages for the SFDTD(4,4) scheme. Hence,
considerable CPU time will be saved by the three-stage third-order
symplectic integrators. Figure 1 gives the relative phase velocity error
as a function of points per wavelength (PPW) for a plane wave traveling
at θ = 60◦ and φ = 30◦. The CFL number is set to be 0.495 that is
the stability limit of the FDTD(2,4) approach [13]. From Fig. 1, we
can see that the SFDTD(3,4) scheme is superior to the FDTD(2,4)
approach.

The update equation for the scaled electric field component (Êx =
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√

ε0/µ0Ex) can be derived as follows

Ên+l/m
x

(

i +
1

2
, j, k

)

= Ên+(l−1)/m
x

(

i +
1

2
, j, k

)

+
1

εr

(

i + 1
2 , j, k

)

×
{

+αy1 ×
[

Hn+l/m
z

(

i +
1

2
, j+

1

2
, k

)

−Hn+l/m
z

(

i +
1

2
, j− 1

2
, k

)]

−αz1 ×
[

Hn+l/m
y

(

i +
1

2
, j, k +

1

2

)

− Hn+l/m
y

(

i +
1

2
, j, k − 1

2

)]

+αy2 ×
[

Hn+l/m
z

(

i +
1

2
, j +

3

2
, k

)

− Hn+l/m
z

(

i +
1

2
, j − 3

2
, k

)]

−αz2 ×
[

Hn+l/m
y

(

i +
1

2
, j, k+

3

2

)

−Hn+l/m
y

(

i +
1

2
, j, k− 3

2

)]}

(7)

αy1 =
9

8
dl × CFLy, αz1 =

9

8
dl × CFLz (8a)

αy2 =
−1

24
dl × CFLy, αz2 =

−1

24
dl × CFLz (8b)

CFLy =
1√
µ0ε0

∆t

∆y
, CFLz =

1√
µ0ε0

∆t

∆z
(9)

where ε0 and µ0 are the permittivity and permeability of free space,
and εr is the relative permittivity of the media. For the uniform space
step, ∆x = ∆y = ∆z = ∆δ.

2.2. Boundary Treatment

Figure 2 shows a rectangular waveguide with size of a × b. For
the propagating modes, the electromagnetic waves travel along the
z direction.

Figure 2. Geometry of a rectangular waveguide with size of a × b.
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Similar to the original operation [15, 16], the image theory is used
for treating the perfect electric conductor boundary.

Take the conducting plane of i = i1 for example, the tangential
electric field components outside the waveguide are obtained by the
anti-symmetric extensions

Êy

(

i1−1, j +
1

2
, k

)

= −Êy

(

i1 + 1, j +
1

2
, k

)

, j1 ≤ j ≤ j2 − 1(10)

Êz

(

i1−1, j, k +
1

2

)

= −Êz

(

i1 + 1, j, k +
1

2

)

, j1 ≤ j ≤ j2 (11)

Similarly, the tangential magnetic field components are obtained by
the symmetric extensions

Hy

(

i1 −
1

2
, j, k +

1

2

)

= Hy

(

i1 +
1

2
, j, k +

1

2

)

, j1 ≤ j ≤ j2 (12)

Hy

(

i1 −
3

2
, j, k +

1

2

)

= Hy

(

i1 +
3

2
, j, k +

1

2

)

, j1 ≤ j ≤ j2 (13)

Hz

(

i1−
1

2
, j+

1

2
, k

)

= Hz

(

i1 +
1

2
, j +

1

2
, k

)

, j1 ≤ j ≤ j2 − 1 (14)

Hz

(

i1−
3

2
, j+

1

2
, k

)

= Hz

(

i1 +
3

2
, j +

1

2
, k

)

, j1 ≤ j ≤ j2 − 1 (15)

In addition, the high-order subcell strategy [21] is employed to
model the material discontinuities. The strategy is compatible with the
spatial fourth-order differences and can get the averaged permittivities
at the dielectric-dielectric interface. The relevant theory and numerical
results have been reported in [21].

2.3. Source Excitation

To excite the resonant modes, the initial conditions of the longitudinal
fields are

H0
z

(

i +
1

2
, j +

1

2
, k

)

= exp

[

−
(

i+ 1
2−ic

)2
+
(

j+ 1
2 − jc

)2

2τ2
g

]

(16)

Ê0
z

(

i, j, k +
1

2

)

= exp

[

−(i − ic)
2 + (j − jc)

2

2τ2
g

]

(17)

where ic, jc, and kc are the grid indexes of waveguide center, and τg is
the pulse width. To excite all possible modes, we take i, j, and k as
ic ≤ i ≤ i2, jc ≤ j ≤ j2, and kc ≤ k ≤ k2.
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To excite the propagating modes, the magnetic field source
(electric current) and the electric field source (magnetic current) are
respectively given by

Ên+l/m
x

(

i +
1

2
, j, ks

)

= Ên+l/m
x

(

i +
1

2
, j, ks

)

+J
n+l/m
inc

(

i +
1

2
, j, ks −

1

2

)

(18)

Hn+l/m
y

(

i +
1

2
, j, ks −

1

2

)

= Hn+l/m
y

(

i +
1

2
, j, ks −

1

2

)

+Ĵ
n+(l−1)/m
m,inc

(

i +
1

2
, j, ks

)

(19)

where i1 ≤ i ≤ i2 − 1, j1 ≤ j ≤ j2, and ks is the source plane as
shown in Fig. 3. In previous work, the magnetic field source was
used extensively. Although the magnetic field source can excite the
dominant TE10 mode, it can not excite some TM modes properly.
Similarly, the electric field source can not excite the TE modes. Hence,
we must employ (18) and (19) simultaneously.

Both the magnetic and electric field sources can be written as

Π(t, x, y) = ζ(t) · ϑ(x, y), Π = Jinc, Ĵm,inc (20)

where ζ(t) is the cosine-modulated Gaussian pulse

ζ(t) = − cos(ωt) exp

[

−4π(t − T0)
2

W 2

]

(21)

Figure 3. The side view of the rectangular waveguide. The source
excitation is added at the plane of k = ks, and the scattering parameter
(S̃11 parameter) can be extracted at the plane of k = kr. The first and
second ends of the waveguide are the modified perfectly matched layer
(MPML). The middle gray region denotes the discontinuities.
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and its effective frequency range is [ω/2π − 2/W, ω/2π + 2/W ]. The
function ϑ(x, y) depends on the distribution of transverse fields, i.e.,

ϑ(x, y) =
∑

m

∑

n

sin
(mπy

a

)

cos
(nπx

b

)

(22)

For the dominant TE10 mode, m = 1 and n = 0.

2.4. Modified Perfectly Matched Layer

In view of the spatial fourth-order differences used in the non-PML
regions, the low-order perfectly matched layer (PML) using second-
order differences will lead to the fictitious (non-physical) reflection at
the media-layer interface. So, the modified perfectly matched layer
(MPML) [22], which can absorb the evanescent waves, should be
extended to its high-order form.

Using the split-field technique, the x component of the scaled
electric field can be split into two subcomponents

Êx = Êxy + Êxz (23)

The update equation of the subcomponent Êxy can be given by

Ên+l/m
xy

(

i +
1

2
, j, k

)

= Ên+(l−1)/m
xy

(

i +
1

2
, j, k

)

+
1

εr

(

i + 1
2 , j, k

)

×
{

+αy1 ×
[

Hn+l/m
z

(

i +
1

2
, j +

1

2
, k

)

− Hn+l/m
z

(

i +
1

2
, j− 1

2
, k

)]

+αy2 ×
[

Hn+l/m
z

(

i +
1

2
, j+

3

2
, k

)

−Hn+l/m
z

(

i+
1

2
, j− 3

2
, k

)]}

(24)

One can see that there is no modified perfectly matched layer in
the y direction. For the z direction, the update equation of the
subcomponent Êxz is

Ên+l/m
xz

(

i +
1

2
, j, k

)

= exp (−ξ) × Ên+(l−1)/m
xz

(

i +
1

2
, j, k

)

+
1 − exp (−ξ)

ξ
× 1

εp
r,z

(

i + 1
2 , j, k

)×
{

−αz1×
[

Hn+l/m
y

(

i+
1

2
, j, k+

1

2

)

−Hn+l/m
y

(

i +
1

2
, j, k − 1

2

)]

− αz2 ×
[

Hn+l/m
y

(

i +
1

2
, j, k +

3

2

)

−Hn+l/m
y

(

i +
1

2
, j, k − 3

2

)]}

(25)
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where ξ = dl∆tσ
p
z(i + 1

2 , j, k)
/

εp
z(i + 1

2 , j, k) and εp
z = ε0ε

p
r,z.

The electric conductivities and the relative permittivities in the
modified perfectly matched layer can be set as

σp
z(Λ) = σp

z max

(

Λ

Γ

)κ

(26)

εp
r,z(Λ) = εr ·

[

1 + εp
r,z max

(

Λ

Γ

)κ]

(27)

where Γ is the layer thickness, Λ is the distance from the media-layer
interface, and κ is the polynomial order. According to our numerical
results, κ = 3 can achieve the best absorbing effect. The maximum of
the electric conductivities is given by

σp
z max =

5 × 10−4

√
µrεr∆z

(28)

and that of the relative permittivities is given by 5 ≤ εp
r,z max ≤ 10.

In addition, (26) and (27) also suit the settings of the magnetic
conductivities and the relative permeabilities in the modified perfectly
matched layer.

2.5. Parameter Extraction

For the eigenvalue analysis of waveguide, one can find the cut-off and
resonant frequencies by computing the total energy of the electric field
in frequency-domain. For the cut-off frequency analysis, the waveguide
is truncated by the modified perfectly matched layer and the total
energy is of form

ΣS
Ẽ

=
1

4

∫∫

S
εẼ · Ẽ†dS =

1

4

∫∫

S
ε

(

∣

∣

∣Ẽx

∣

∣

∣

2
+
∣

∣

∣Ẽy

∣

∣

∣

2
+
∣

∣

∣Ẽz

∣

∣

∣

2
)

dS (29)

where Ẽ is the electric field in frequency-domain that can be obtained
by the fast Fourier transform and S denotes the arbitrary transverse
plane of the waveguide.

For the resonant frequency analysis, there is no absorbing
boundary condition and the total energy for the waveguide resonator
is

ΣV
Ẽ

=
1

4

∫∫∫

V
εẼ · Ẽ†dV =

1

4

∫∫∫

V
ε

(

∣

∣

∣Ẽx

∣

∣

∣

2
+
∣

∣

∣Ẽy

∣

∣

∣

2
+
∣

∣

∣Ẽz

∣

∣

∣

2
)

dV (30)

where V denotes the whole volume of the waveguide resonator.
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For the computation of wide-band scattering parameter, the mode
voltage and current can be defined as

Ṽ =

∫∫

S

[

Ẽt(x, y, zr) × h̃t,n(x, y)
]

· dS (31)

Ĩ =

∫∫

S

[

ẽt,n(x, y) × H̃t(x, y, zr)
]

· dS (32)

where Ẽt and H̃t are the transverse components of the electric and
magnetic fields, ẽt,n and h̃t,n are the normalized transverse-field
components of the nth eigenfunction, and zr = kr∆z is the z coordinate
of the scattering parameter extraction plane.

Using the differential method [11], the characteristic impedance of
the waveguide can be defined as

Z̃ =

√

√

√

√

√

Ṽ ·
(

dṼ /dz
)

Ĩ ·
(

dĨ/dz
) (33)

To obtain the high-order accuracy, the variables of (33) can be
discretized as follows

Ṽ
∣

∣

∣

z=zr

= Ṽ (kr) (34)

Ĩ
∣

∣

∣

z=zr

≈ 9

16
×
[

Ĩ(kr + 0.5) + Ĩ(kr − 0.5)
]

− 1

16
×
[

Ĩ(kr + 1.5) + Ĩ(kr − 1.5)
]

(35)

dṼ

dz

∣

∣

∣

∣

∣

z=zr

≈ 2

3
× Ṽ (kr + 1) − Ṽ (kr − 1)

∆z

− 1

12
× Ṽ (kr + 2) − Ṽ (kr − 2)

∆z
(36)

dĨ

dz

∣

∣

∣

∣

∣

z=zr

≈ 9

8
× Ĩ(kr + 0.5) − Ĩ(kr − 0.5)

∆z

− 1

24
× Ĩ(kr + 1.5) − Ĩ(kr − 1.5)

∆z
(37)

Based on the transmission line theory, the incident and reflection
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waves are of the form

Ṽinc =
Ṽ + Z̃ · Ĩ

2
√

Z̃
(38)

Ṽref =
Ṽ − Z̃ · Ĩ

2
√

Z̃
(39)

Hence, the reflection coefficient or S̃11 parameter can be obtained by

S̃11 =
Ṽref

Ṽinc

(40)

3. NUMERICAL RESULTS

1. The resonant frequency analysis for rectangular waveguide
cavity. The size of the waveguide resonator is a × b × c = 19.050mm
× 9.525mm × 14.288mm. Other parameters are taken as ∆δ =
2.381mm, CFLδ = 0.4, and nmax = 10000. The frequency of
the cosine-modulated Gaussian pulse ranges form 12GHz to 21GHz.
Within the frequency range, all possible resonant modes include
TE101, TE110(TM110), TE011, and TE111(TM111). In particular, the
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Figure 4. The resonant frequencies of the rectangular waveguide
cavity.
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perfect electric conductor boundary is treated by the image theory
for the SFDTD(3,4) scheme. Using (30), the total energy of electric
field in frequency-domain is computed. Figure 4 shows the curve
of the normalized total energy and its peaks corresponding to the
resonant frequencies. One can see that compared with the high-order
FDTD(2,4) approach [13] and the traditional FDTD(2,2) method, the
SFDTD(3,4) scheme can find the resonant frequencies better.

2. The cut-off frequency and scattering parameter analyses
for dielectric-loaded waveguide. The WR-3 waveguide with size of
0.8636mm × 0.4318mm is considered.

First, the different source excitation methods are compared for the
cut-off frequency analysis. The settings are given as ∆δ = 0.072mm
and CFLδ = 0.5, and the total energy of electric field is calculated by
(29). The frequency range of interest is [170GHz, 780GHz]. If m ∈
[0, 2] and n ∈ [0, 2], all possible propagating modes include TE10, TE01,
TE20, TE11(TM11), TE21(TM21), TE12(TM12), and TE22(TM22). The
result only with the magnetic field source (18) is shown in Fig. 5,
where TM11 and TM12 modes can not be excited properly. Likewise,
the result only with the electric field source (19) is shown in Fig. 6,
where TE10, TE01, and TE20 modes can not be excited. However, once
the magnetic field source is combined with the electric field source, all
possible modes can be well excited as shown in Fig. 7.

100 200 300 400 500 600 700 800
0

0.5

1

1.5

Frequency (GHz)

N
o

rm
a

li
ze

d
 E

n
e

rg
y

TE
10 TE

20

TE
01

TE
11

TM
11

TE
21

TM
21

TE
12

TM
12

TE
22

TM
22

Magnetic Field Source

Analytical Solution

Figure 5. Magnetic field source excitation for computing the cut-off
frequencies of the rectangular waveguide.
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Second, we change the space step and the time step, then record
the errors for the traditional FDTD(2,2) method and the SFDTD(3,4)
scheme. The error can be defined as

η =

6
∑

i=1

|fana
i − fnum

i |

max
i

fana
i

(41)

where fana
i and fnum

i are the ith cut-off frequencies calculated by
the analytical solution and the numerical method, respectively. From
Table 1, for a given error bound 1%, the space step and the time
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Figure 6. Electric field source excitation for computing the cut-off
frequencies of the rectangular waveguide.

Table 1. The errors of the cut-off frequencies for the SFDTD(3,4)
scheme and the traditional FDTD(2,2) method.

Method ∆δ CFLδ η

SFDTD(3,4) 0.072 mm 1.0 1.04%

SFDTD(3,4) 0.036 mm 1.0 0.19%

FDTD(2,2) 0.072 mm 0.5 6.61%

FDTD(2,2) 0.036 mm 0.5 1.43%
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Figure 7. Combined field source excitation for computing the cut-off
frequencies of the rectangular waveguide.

step of the SFDTD(3,4) scheme are two times bigger than those of
the traditional FDTD(2,2) method. The memory of a time-domain
algorithm is proportional to O(1/∆3

δ). According to the computational
complexity analysis in [18], the total simulation time is proportional
to O

(

(1/∆4
δ) · (m/CFLδ) · (q)

)

, where m is the stage number and q is
the order of spatial difference. For the traditional FDTD(2,2) method,
m = 1 and q = 2. For the SFDTD(3,4) scheme, m = 3 and q = 4.
As a result, the ratio of memory cost for the traditional FDTD(2,2)
method and the SFDTD(3,4) scheme is 8 : 1. The ratio of CPU time
for the traditional FDTD(2,2) method and the SFDTD(3,4) scheme is
16 : 3.

Third, the local reflection coefficients for both the perfectly
matched layer and the modified perfectly matched layer are analyzed.
The εp

r,z max for the perfectly matched layer and the modified perfectly
matched layer are, respectively, 0 and 5. The total computational
region occupies 6 × 12 × 31 grids and the record point is located at
(3, 6, 19). The number of the absorbing boundary layer is 10; the space
step is ∆δ = 0.072mm; and the Courant-Friedrichs-Levy number is 1.0.
To confirm the absorbing effect of the modified perfectly matched layer,
the frequency range of Gaussian pulse is set to be [170GHz, 780GHz].
The numerical reference solution can be obtained if the number of
longitudinal grids is so large that the propagating waves can not reach
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the vacuum-layer interface. Moreover, the local reflection coefficients
can be defined as

ρ(n) = 20 log10
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∣Ê
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Figure 8. The local reflection coefficients of the high-order perfectly
matched layer (PML) and the high-order modified perfectly matched
layer (MPML).

where ÊRef
x and ÊNum

x are, respectively, the reference and numerical

solutions for the Êx field. Figure 8 shows the local reflection coefficients
as a function of time step. Although both the perfectly matched
layer and the modified perfectly matched layer employ the split-field
forms and are weakly well-posed [23], the modified perfectly matched
layer can keep stable as the time step increases. It is noted that two
symplectic integrators c2 and d2 are negative, hence the exponential
factor exp(−ξ) in (25) is expected to be bigger than 1. To achieve good
absorbing effect, we can not decrease the conductivities drastically and
therefore the exponential factor will become very large in some stages.
Fortunately, the permittivities and permeabilities of the modified
perfectly matched layer can also be large. Thus, the amplitude of
the exponential factor will be damped. Based on the explanations,
the modified perfectly matched layer is always more stable than the
perfectly matched layer under the same absorbing effect condition. To
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Figure 9. The scattering parameter of the dielectric-loaded
waveguide. The solution by finite element method (FEM) is given
as reference solution.

further test the stability of the modified perfectly matched layer, the
program runs for 50000 time steps. We find the modified perfectly
matched layer is still stable.

Finally, the waveguide discontinuities are simulated. Loaded with
a dielectric square cylinder of relative permittivity 3.7 and of size
0.8636mm × 0.4318mm × 0.504mm, the waveguide is driven in the
TE10 dominant-mode with frequency range of [180GHz, 340GHz]. The
settings are taken as ∆δ = 0.056mm, CFLδ = 0.5, and nmax = 10000.
For the traditional FDTD(2,2) method, the air-dielectric interface
is modeled by the low-order subcell strategy [24] and the scattering
parameter is extracted by the low-order differential method [11]. For
the SFDTD(3,4) scheme, both the high-order subcell strategy [21]
and the high-order differential method are employed. From Fig. 9,
it can be clearly seen that the scattering parameter computed by the
SFDTD(3,4) scheme agrees with the reference solution well.

3. Computation of wide-band scattering parameter for periodic
waveguide structure. Figure 10 shows the geometry of the structure.
The space steps are set as ∆x × ∆y × ∆z = 14.542mm × 4.847mm ×
7.271mm, and the Courant-Friedrichs-Levy numbers are taken as 1.0
and 0.5 respectively for the SFDTD(3,4) scheme and the traditional
FDTD(2,2) method. Within the frequency range of 2.7GHz to
5.1GHz, the waveguide works at the TE10 mode. For the SFDTD(3,4)
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Figure 10. The geometry of the periodic waveguide structure. The
size of the waveguide is a × b = 58.170mm × 29.083mm, and each
dielectric cylinder with diameter of b/2, height of b, and relative
permittivity of 2.1 is placed at an equidistance of b.
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Figure 11. The scattering parameter of the periodic waveguide
structure. The AM and LM in legend denote averaged material and
local material, respectively.



254 Sha et al.

scheme, the curved air-dielectric interface is treated by the local and
averaged material models. The averaged material model uses the high-
order subcell strategy [21]. For the traditional FDTD(2,2) method,
the averaged material model uses the low-order subcell strategy [24].

Similar to the S̃11 parameter, the S̃21 parameter can be calculated by
(38)–(40) but should be extracted at the right hand of the waveguide.
From Fig. 11, one can see that the averaged material model is superior
to the local material model. Furthermore, the result by the traditional
FDTD(2,2) method loses some accuracy when the frequency increases.
The infinity-norm errors for the averaged-material-SFDTD(3,4), local-
material-SFDTD(3,4), and averaged-material-FDTD(2,2) methods are
0.73, 5.03, and 1.20. The two-norm errors for the three methods are
1.84, 12.13, and 2.81.

4. CONCLUSION

The SFDTD(3,4) scheme, which is explicit, non-dissipate, and high-
order-accurate, has been introduced to simulate the three-dimensional
waveguide problems. A variety of techniques involving boundary
treatment, source excitation, absorbing boundary condition, and
scattering parameter extraction are developed to match the scheme.
First, the image theory and the high-order subcell strategy are used
respectively to treat the perfect electric conductor boundary and the
dielectric-dielectric interface. Second, to excite all possible propagating
modes, the combined source excitation is required. Third, the modified
perfectly matched layer has good absorbing effect and keeps stable
for long-term simulation. Finally, the scattering parameter can be
extracted by running program once and is still accurate under coarse
grid condition. With the aid of the techniques, the high-order SFDTD
scheme can achieve high accuracy and save computer resources.
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