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1. INTRODUCTION

Since that time computer technology has grown at a staggering pace,
the field of radio frequency (RF) and microwave design has followed
closely behind. The extremely wide range of electromagnetic (EM)
problems has made impossible to circumvent a rigorous EM analysis.
This has urged the Scientifics’ engineers and researchers to undertake
many research efforts, during the last three decade, to develop a variety
of new EM techniques, so-called numerical EM methods for EM field
modeling because for many EM structures like antennas, active devices,
microwave circuits and so forth, exact analytical solutions cannot
be found. Overall, these methods are either differential or integral
methods having their own benefits and limitations [1–13].

In order to obtain results with short CPU time, compactness
memory and a good precision, these methods were readjusted for
implementation of an original approach based on the transverse wave
formulation [14].

Such a method, developed by our group and called-up Transverse
Wave Approach (TWA), has several features that set it apart from
other numerical EM methods.

Indeed, no matrix inversion is required by the TWA, no limitations
on the shape of the components are imposed, no numerical instabilities
often stemmed from the matrices with large condition number
and the convergence are insured independently of the interfaces
of analyzed structure. Besides, the TWA is based on transverse
waves instead of the tangential EM fields that allow us to handle
scattering operators rather than manipulating unbounded impedance
or admittance operators [15, 16].

The nature of the excitation source implemented in TWA
is one of the important characteristics of this approach. EM
modeling of excitation source refers to the combined modeling between
electromagnetic fields and linear and nonlinear circuits as mentioned
in numerous scientific publications [17, 18].

For some numerical methods in electromagnetics such as the finite
element method (FEM) [10–13, 19], finite-difference method (FDM) [2–
4, 20–24], the transmission line matrix (TLM) [25–28] and method of
lines (MoL) [29–32], the fundamental mode of transverse electric or
transverse magnetic field of the studied structure is considered as an
excitation source. This excitation mode is named extended source. In
the integral methods as the method of moment (MoM) [6–9, 33], test
functions are used as excitation source which can be defined either
on the metal or on the dielectric sub-domains. This source will be
electric or magnetic fields applied in the areas where the associated
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wavelength g is less than the guided wavelength λg is less than the
guided wavelength λs (λs � λg). The excitation mode is named
localized source [34].

Identifying the excitation source is a difficult task [35] because the
located active element at the time of simulation must faithfully satisfy
the experimental conditions. In addition to the global description of
the analyzed structure applied in an equivalent homogeneous milieu
[36], the best solution is to adopt simple sources.

Therefore, the excitation source is defined by a function-level
whose numerical implementation is simple compared to the localized or
extended sources. In this paper, the advantages of the EM modeling of
excitation source as mentioned earlier and the benefits of our numerical
EM method TWA are gathered to open working space to apply an
optimization technique called Anisotropic Mesh Technique (AMT), for
a full-wave analysis of planar structures. The purpose is to obtain
simulation results with a minimum of computational effort retaining
sufficient accuracy.

Section 2 begins with theoretical background of TWA and presents
a view of our approach. It also deals with EM modeling of both
bilateral and unilateral excitation source and examines the convergence
of TWA.

The computational complexity of TWA process is discussed in
Section 3. In Section 4, a reference planar structure used in wireless
communication systems is chosen for investigation and the obtained
simulation results are in good agreement with literature, showing the
efficiency of the TWA when the AMT technique is applied.

2. THEORY

Based on Hilbert Space methods, the wave concept is established to
transform integral formulations of EM field to problems into algebraic
ones. This concept is considered as one of the strong point of the TWA
approach. It is built on the linear combination between transverse
electric field Et and transverse magnetic field Ht so as to obtain both
incident Ar and reflected Br waves from the discontinuity surface.
These combinations can be expressed by:∣∣∣∣∣ Ar

Br

∣∣∣∣∣ = T̂

∣∣∣∣∣ Er
t

Hr
t × nr

∣∣∣∣∣ = T̂

∣∣∣∣∣ Er
t

Jr
t

∣∣∣∣∣ (1)
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where: T̂ ensures the transition between integral EM field and
algebraic EM wave:

T̂ =
1
2

∣∣∣∣∣∣
Z

−1/2
0r Z

1/2
0r

Z
−1/2
0r −Z

1/2
0r

∣∣∣∣∣∣ (2)

and in return their connection is given by

T̂
−1

=
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Z

1/2
0r Z

1/2
0r

Z
−1/2
0r −Z

−1/2
0r
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where Z0r =
√

μ0/ε0εrr Real wave impedance from region r ∈ {1.2}
(μ0: Vacuum permeability; ε0: Vacuum permittivity; εrr : dielectric
constant from region r); nr: Outgoing normal vector oriented towards
region r.

TWA presents many advantages in numerical EM techniques
compared to other methods. In fact, no trial functions, no matrices
inversions and no geometric constraint are imposed by our approach.
The iterative process of TWA is based on the toggling between the
spatial and modal wave expansions using mode-pixel transform. To
insure this transformation in short computation time, we consider
three different bases: Cartesian Basis (CB), Fourier Basis (FB) and
Modal Basis (MB) where both incident Ar and reflected Br waves are
successively defined.

The transformation between CB and FB is ensured by Fast
Fourier transform (FFT) and its inverse IFFT. FFT is nothing but
an acceleration tool between spatial and modal domains.

The transformation of any vector from FB to MB is achieved by
Fourier Modal Transform (FMT). These domains are related by their
transition operator P̂ given by:

P̂ =

[
Ky

mn −Kx
mn

Kx
mn Ky

mn

]
(4)

where

Kx
mn =

m

a
·
(

m2

a2
+

n2

b2

)− 1
2

; Ky
mn =

n

b
·
(

m2

a2
+

n2

b2

)− 1
2

(5)

a and b define the dimension of the metal box.
Or

det(P̂ ) = Ky2

mn + Kx2

mn = 1 (6)
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The transformation from Fourier domain to Modal domain is
accomplished by a rotation of angle θ, given by:

θ = arctg (Kx
mn/Ky

mn) (7)

The inverse Fourier-Modal Transform (IFMT) can be obtained by its
transition operator:

P̂
−1

=

[
Ky

mn Kx
mn

−Kx
mn Ky

mn

]
(8)

Figure 1 illustrates the different transformations mentioned above.
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Figure 1. General principle of the Mode-Pixel and Pixel-Mode
transforms.

The mutual coupling between incident (A) and reflected (B) waves
leads to the scheme presented in the following:[

A = Γ̂B

B = ŜA + B(0)
(9)

Where: B(0) is the global excitation wave on the source.
Ŝ is the spatial diffraction operator describing the boundary

conditions from the discontinuity surface Ω. This interface (Ω) is
divided into cells and can include four sub-domains: dielectric (Di),
metal (Me), source (Sce) and surface impedance (Isurf ).

Let HΩSUB
be an indicator function of the sub-domain ΩSUB

(SUB refers to the nature of sub-domain: Di,Me, Sce or Isurf ) defined
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by:

HΩSUB
(u, v) = lΩSUB

(u, v) =

{
1 if (u, v) ∈ ΩSUB

0 Otherwise
(10)

So, the air-dielectric interface Ω is characterized by the following
relation:

HΩSUB=Sce
+ HΩSUB=Di

+ HΩSUB=Me
+ HΩSUB=ISurf

= 1 (11)

Due to Eq. (9), the relationship between incident and reflected waves
with x-component and y-component from each region r = 1, 2 can be
written as:

⎡
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The coefficients (Sc,r1r2) c=x,y
r1,r2∈{1,2}

of Ŝ are given in Appendix A.
Also, on the ΩSUB sub-domain, the waves A and B are connected

by SΩSUB
as follows: ⎡
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As a result, Ŝ can be taken under the following form:

Ŝ = ΣSUBSΩSUB
ĤΩSUB

(14)
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where ĤΩSUB
is the projection operator given in Dirac notation:

ĤΩSUB
=

∣∣∣HΩSUB
(u, v)

〉〈
HΩSUB

(u, v)
∣∣∣ (15)

In Dirac notation, the reflection operator Γ̂ can be written as:

Γ̂ =
∑

α=TE,TM

Mx∑
m

My∑
n

∣∣∣fα
mn

〉
Γα

mn

〈
fα

mn

∣∣∣ (16)

where: Γα
mn are the modal reflection coefficients or the eigenvalues of

Γ̂ whose expression for each mode α = TE, TM and each region r.
These expressions are given in Appendix B.

{|fα
mn〉} are Transverse TE and TM Eigenfunctions of Γ̂ verifying

〈fα
p,q|fα

p′,q′〉 = δp,p′
q,q′

†. Their expressions are also given in Appendix B.

2.1. EM Modeling of Excitation Source

On the surface ΩSUB=Sce, a magnetic excitation source (MES) or
an electric excitation source (EES) can be disposed to ensure the
mutual coupling between tangential electric fields respectively, and
tangential magnetic fields on both sides of this surface as it expresses
the imposition of a jump value on the surface of the electric respectively
magnetic field [37, 38]. They are represented by ideal generators as
depicted in Figure 2.

The circuit which is connected to the source fixed the dual quantity
of the source on its sub-domain ΩSUB=Sce. The surfacic wave sources
(SWS) excite equally both sides of the surface; hence, we talk about
bilateral source. It is for this reason that we introduce in the scheme
of Figure 3 as a quadrupole [39]. Furthermore, it is not possible to
impose simultaneously on a single surface a jump of both electric and
magnetic field. In terms of circuit, a SWS does not fix the quantity
A + B or A − B, it solely determines A or B as the conventions were
adopted.

The transfer of electromagnetic fields into circuit current and
voltage parameters depends on the dimension of SWS (ls×ws), taking
the following form:

[
V
I

]
=

[
ls 0
0 ws

] [
Ê

Ĵ

]
(17)

† δp,p′
q,q′ denotes the kronecker symbol. It is equal to 1 if (p, q) = (p′, q′) and 0 otherwise.
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Figure 2. Representation of both electric field and current density
excitation.
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Figure 3. Equivalent circuit of bilateral planar excitation source.

where Ê and Ĵ are respectively the tangential electric and magnetic
fields on source sub-domain ΩSUB=S given by:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
Ê =

∑
ΩSUB=Sce

ET

Ĵ =
∑

ΩSUB=Sce

(
Jr=1

1 + Jr=2
2

) (18)

Indeed, the SWS is characterized by the coefficient of reflection
that feeds the circuit; in turn, the circuit fed by SWS is characterized
by the coefficient of reflection that it presents on this source. Its
input impedance is thus determined by comparison with the generator
internal impedance, which is arbitrary chosen. Thus, SWS includes
internal impedance Zg.

Returning to the bilateral SWS, the quadrupole depicted in
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Figure 3 is constituted by ideal voltage generator E0 in series with
the internal impedance Zg. We assume that Zg be parallel impedance
between two regions. It can be expressed by:

Zg = Z‖ = Z01Z02/(Z01 + Z02) (19)

Based on the electric equivalent circuit shown above and using Ohm’s
law, the equation relating electric field with current density on both
mediums can be written as:

E1 = E2 = E0 − Z‖ × (J1 + J2) (20)

Assuming that the bilateral excitation source is polarized in x-direction
and referring to equations Eq. (12) up to Eq. (15) and Eq. (20), the
connection matrix between incident and reflected waves leads to:

SΩSUB=Sce
=

⎡
⎢⎢⎢⎣

1/2(−1 + ρ1 + ρ1) 0 (ρ1 × ρ2)1/2 0
0 −1 0 0

(ρ1 × ρ2)1/2 0 1/2(−1 − ρ1 + ρ2) 0
0 0 0 −1

⎤
⎥⎥⎥⎦

(21)
where

ρr = Z‖/Z0r; r = 1, 2 (22)

Also, from (9) the global excitation wave B(0) on the interface is
connected to the EM excitation field E0 by:⎡

⎢⎢⎢⎢⎢⎢⎣

B
(0)x
1

B
(0)y
1

B
(0)x
2

B
(0)y
2

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

Z
−1/2
01 /2

0

Z
−1/2
02 /2

0

⎤
⎥⎥⎥⎥⎦E0 (23)

Suppose at a moment that the source can be reduced to a dipole instead
of quadrupole. It must hence be assumed that only a half-space is
lighted and that the surface is based on a wave screen; hence, we talk
about unilateral excitation source.

Indeed, the unilateral SWS generate waves in one of two dielectric
environments from discontinuity interface Ω. The quadruple depicted
in Figure 4 treats the case where the excitation source SWS is oriented
towards upper medium (region 2).

In this scenario, the SWS introduces an incident wave in this
region while in the lower medium (region1) the source behaves like
pure metal, hence the non excited area is modeled by an interrupting
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Figure 4. Equivalent circuit of unilateral planar excitation source in
upper medium.

thin metal foil since the screen effect resulting from a local weakening of
external magnetic field due to the presence of SWS [40] interrupted the
continuity of EM fields crossing the dielectric interface on the source
sub-domain ΩSUB=Sce.

Based on Ohm’s law, we can deduce from electric equivalent circuit
shown in Figure 4 the relation between electric field and current density
on both:

In upper medium

E1 = E0 − Z‖ × (J1 + J2) (24)

In lower medium
E2 = 0 (25)

Using the polarization in x-direction, the sub-domain source ΩSUB=Sce

on y-direction will behave like metal domain. Therefore the general
expression of SΩSUB=Sce

can be expressed as:

SΩSUB=Sce
=

⎡
⎢⎢⎢⎣

1 − u 0 ρ(2 − u) 0
0 −1 0 0

ρ−1(u − 1) 0 u − 2 0
0 0 0 −1

⎤
⎥⎥⎥⎦ (26)

where ρ =
√

Z01/Z02.
And the excitation wave B(0) can be written in this case as:⎡

⎢⎢⎢⎢⎢⎢⎣

B
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B
(0)y
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B
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⎡
⎢⎢⎢⎢⎣
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01 /2
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(2 − u)Z−1/2
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With: u = 1; Unilateral excitation source towards upper medium
(region1)

u = 2; Unilateral excitation source towards lower medium
(region2)

The polarization in y-direction can be found in appendix.
The benefits which the TWA can attain due to the selection of

the polarization direction will be appeared in Section 4.

2.2. Convergence of TWA

The system depicted in Eq. (9) leads to an iterative scheme by starting
from the wave excitation source as shown below:⎧⎪⎪⎨

⎪⎪⎩
B(0) = B(0)

A(n) = Γ̂B(n−1)

B(n) = ŜA(n) + B(0)

(28)

where (n) denotes the iteration order.
Γ̂ and Ŝ are two linear operators in Hilbert space. Therefore the

system (28) can be rewritten as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

B(0) = B(0)

A(n) − A(n−1) = Γ̂
(
B(n−1) − B(n−2)

)
B(n) − B(n−1) = Ŝ

(
A(n) − A(n−1)

) (29)

Let ΔW (n) be the difference, in term of waves, between two successive
waves W (n) and W (n−1) at, respectively, iteration (n) and iteration
(n − 1) where W refers to A or B. This can be expressed as follows:{

A(n) = ΔA(n) + ΔA(n−1) + · · · + ΔA(2) + Γ̂B(0)

B(n) = ΔB(n) + ΔA(n−1) + · · · + ΔB(1) + B(0)
(30)

From (29) and terms of (31), we obtain{
ΔB(n) = (ŜΓ̂)nB(0)

ΔA(n) = (Γ̂Ŝ)n−1Γ̂B(0)
(31)

The convergence of (29) is reached when the norms ‖ΔB(n)‖ → 0 and
‖ΔA(n)‖ → 0. The convergence speed is driven by the sectral radius
of ‖ŜΓ̂‖ and ‖Γ̂Ŝ‖.
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The unitarity of the reflection operator Γ̂ [41, 42] and the spectral
radius of Ŝ that it is less than unity when the losses are taken into
account proves that the spectral radius of ‖ŜΓ̂‖ and ‖Γ̂Ŝ‖ are less
than 1; hence the convergence of TWA is well verified.

Furthermore, the observation of the convergence can be
established by the computation of input impedance Zin on the source
sub-domain SΩSUB=Sce

:

Z
(k)
in =

∑
ΩSUB=Sce

E(k)

∑
ΩSUB=Sce

(
J

(k)
1 + J

(k)
2

)∗ ×
(

ls
ws

)τ

(32)

where
J

(n)
1 : Current density in each region i at iteration (n).

E(n): Electric field in excitation side at iteration (n).
The term ( ls

ws
)τ is often so-called the form factor of excitation

source; ls and ws are respectively the length and width of the source.
τ depends on the source polarization; τ = 1 polarization in x-

direction and τ = −1 polarization in y-direction.

3. COMPLEXITY OF THE TWA ALGORITHM

In order to prove the efficiency of our EM method, it is important
to measure the quality of its algorithm especially the computational
complexity at the time of the implementation of the TWA algorithm.

Indeed, let NT = Mx ×Ny be the total number of pixels required
for TWA process for single metal interface and Niter be the iteration
number the convergence of TWA method needs (generally about 100);
assuming that total number of modes is equal to total number of pixels,
the complexity of TWA algorithm with the asymptotic notation is
O(NiterN

2
T log NT ).

Supposing NTWA the CPU number operations of TWA and
comparing it with the one of other EM numerical methods like
conventional Method of Moment (MoM) [12–40] (without any fast
procedure) let NMOM , we obtain therefore these results:

NTWA/NMOM ≺ 1 for low complexity problems (NT ≺ 212) and
NTWA/NMOM ≺ 10−6 for high complexity problems (NT 	 212)
This NTWA can be reduced without applying any speeding

algorithm at an important rate when we use an optimization technique
related to TWA which is the main subject of the next section.
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Table 1. Comparison between TWA and MoM into number of
operations.

For low complexity problems
(NT ≺ 212)

NTWA/NMoM ≺ 1

For high complexity problems
(NT 
 212)

NTWA/NMoM ≺ 10−6

4. SIMULATION RESULTS

During recent decades wireless communication systems have been
developed to satisfy continually increasing demands for personal, local,
mobile and satellite communications by enhancing and replacing wire-
media loops with wireless communication media [43].

The optimal frequency band for each propagation channel
is determined and limited by the technical requirements of each
communication system and by the conditions of radio propagation
through each channel. Moreover, radio waves with frequencies higher
than 3 GHz (C, X, K bands, up to several hundred GHz, which
are also loosely described as microwaves) have begun to be used for
constructing new kinds of wireless communication channels whose
characteristics are studied in many scientific publications [44–46].

A wide range of planar printed antennas for wireless communica-
tion has been carefully presented and investigated in [47–49].

In this section we propose to simulate, as planar structure
belonging to wireless communication systems, a 30 GHz microstrip
patch antenna.

In order to enhance the performance and the efficiency of our EM
method, an optimization technique will be applied to this structure.
Excellent agreement will be observed between our obtained simulation
results (with and without optimization) and literature.

4.1. Microstrip Patch Antenna

The application that was run of the TWA code was that of a microstrip
patch antenna as depicted in Figure 5.

The choice of this application offers the possibility to define, in
the context of circuit simulations, a planar source SWS exciting this
antenna that we proposed bilateral polarized in x-direction.

To avoid the interaction of the antenna with boundary (problems
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Figure 5. Microstrip fed patch antenna.

posed by the existence of periodic walls) [50, 51], the antenna was
placed in the middle on discontinuity surface; an important space from
boundary is considered as shown in Table 2.

Further, the test structure is based on a design for a 30 GHz patch
antenna built on a thin polyimide film [52].

4.2. Anisotropic Mesh Technique (AMT)

In most EM applications, the applied meshing to the studied microwave
structure was uniform and isotropic on both x and y-direction
[15, 16, 50] because of the nature of the existing excitation source as
already mentioned in Section 2.

Our approach offers the possibility to tackle this problem by the
presence of SWS. Indeed, keeping the details of circuit, an anisotropic
mesh can be applied for this microwave structure polarized in L-
direction (L refer to x or y) while considering only a refined meshing
in polarization-direction i.e., this mesh follows the L-ward propagating
signal generated by SWS.

In what follows, we shall simulate the 30 GHz patch antenna with
and without this optimization technique AMT while comparing to
reference [52].

Table 1 exhibits the different geometric and modeling simulation
parameters for EM investigation of this antenna presented in Figure 5.

On one hand, the comparison between the simulated results
(without AMT) obtained by our EM simulation software based on
TWA method [53] for the reference structure and those obtained in
[52] shows a satisfactory agreement.

On the other hand, once the previous result S11 plot is validated
for this antenna we compare it with the S11 plot obtained by AMT
technique where the meshing resolution is equal to 16×256; an excellent
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Table 2. Geometric and modeling simulation parameters.

Without AMT With AMT 

Meshing Resolution 256 256×  16 256×  

10.496a mm=  
Dimension of metal box 

10.496b mm=  

Width of patch 3239 79W m cellsμ= =  

Length of patch 2624 64L m cellsμ= =  2624 4L m cellsμ= =  

Length of microstrip line 3936 96ll m cellsμ= =  3936 6ll m cellsμ= =  

Width of microstrip line 451 11lw m cellsμ= =  

Length pl 656 16pl m cellsμ= =  656 1pl m cellμ= =  

With pw 1148 28pw m cellsμ= =  

11sl cells=  
Dimension of source 

16sw cells=  1sw cell=  

Form factor of source / 0.6875s sl w =  

Geometric Simulation 
Parameters

Height of substrate 511.3h mμ=  

Nature of metal box Periodic walls 

Type of polarization 1τ = − (bilateral in x-direction) 

Number of iteration 300iterN =  

Value of surface 
impedance

0sZ =  

1
1rε =  

Permittivity of regions 
2

3.2rε =  

min 28F GHz=  

max 35F GHz=  

Modeling  Simulation 
Parameters

Waveband

_ 0.1rqStep F GHz=  

agreement has been observed between these simulations as shown in
Figure 6.

The passing from a refined meshing to a coarser representation
with the AMT technique leads to a certain accuracy of the simulation
results. It can be seen from the S11 plot that there is a very small
difference between the simulations (approx 1.5%) in the resonance
frequency of the antenna.

This technique, as long as its effects on the electromagnetic
behavior of the circuit remain negligible, results in significant reduction
of the computation complexity.

There is no doubt that the type of processor and total
memory installed on each node, and the speed and topology of the
network connections are one of the important factors for an efficient
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Figure 6. S11 of patch antenna with/without AMT.
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Figure 7. CPU time consumed to simulate the analyzed structure as
function of meshing resolution.

implementation of EM method, leading to rapid EM simulation.
However, in our case the TWA code are executed on a Pentium
M processor 1.6 GHz with a RAM of 1 GHz and without any fast
algorithm.

Figure 7 exhibits the CPU time consumed to simulate the studied
structure for different resolutions (total number of meshing cells: NT )
and shows that for NT = 16 × 256 (i.e., with AMT) is about 85 times
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faster, in terms of CPU, than in the case when NT = 256 × 256
(i.e., without AMT). In this case, the term N2

T = M2
x × N2

y in the
computational complexity of TWA process can be reduced to Mx×N2

y
which proves the usefulness of the AMT technique in TWA mainly in
the high complexity problem.

5. CONCLUSION

In this paper, the numerical EM method TWA combined with the
modeling of the excitation source SWS has been presented and
successfully implemented for full-wave analysis of planar structures.
The AMT technique has been applied to a 30 GHz patch antenna and
the significant reduction in CPU time computation has demonstrated
their efficiency to an improved version of TWA process in the context
of RF integrated-circuit applications.

However, in RFIC where applications needed very high meshing
resolution, the TWA becomes slower even if AMT is applied.
Therefore, merging the benefits of Non-Uniform Fast Fourier
Transform (NUFFT) and AMT technique in TWA process can be a
good solution to tackle this problem.

APPENDIX A. OPERATOR Ŝ

The diffraction coefficients of operator Ŝ are computed for any
excitation source (bilateral, unilateral towards region1 or region2)
polarized either in x-direction or y-direction from pixel (i, j):

Sc,11
ij = −κ1HΩSUB=Di

(i, j) − HΩSUB=Me
(i, j) + ξc

11HΩSUB=Sce
(i, j)

+υ11HΩSUB=Isurf
(i, j)

Sc,12
ij = κ2HΩSUB=Di

(i, j) + ξc
12HΩSUB=Sce

(i, j) + υ12HΩSUB=Isurf
(i, j)

Sc,21
ij = κ2HΩSUB=Di

(i, j) + ξc
21HΩSUB=Sce

(i, j) + υ21HΩSUB=Isurf
(i, j)

Sc,22
ij = κ1HΩSUB=Di

(i, j) − HΩSUB=Me
(i, j) + ξc

22HΩSUB=Sce
(i, j)

+υ22HΩSUB=Isurf
(i, j)

where:

κ1 = (ρ2 − 1)
(
ρ2 + 1

)−1

κ2 = 2ρ
(
ρ2 + 1

)−1

υ11 =
(
Zs(1 − ρ2) + Z01

) (
Zs

(
1 + ρ2

)
+ Z01

)−1
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υ12 = υ21 = 2ρZs

(
Zs(1 + ρ2) + Z01

)−1

υ22 =
(
Zs(ρ2 − 1) + Z01

) (
Zs

(
ρ2 + 1

)
+ Z01

)−1

For a bilateral excitation source:

ξx
11 =

(1 + τ)
4

(−1 + ρ1 − ρ2) +
(τ − 1)

2

ξy
11 =

(1 − τ)
4

(−1 + ρ1 − ρ2) − (1 + τ)
2

ξx
21 = ξx

12 =
(1 + τ)

2
√

ρ1ρ2

ξy
21 = ξx

12 =
(1 − τ)

2
√

ρ1ρ2

ξx
22 =

(1 + τ)
4

(−1 − ρ1 + ρ2) +
(τ − 1)

2

ξy
22 =

(1 − τ)
4

(−1 − ρ1 + ρ2) − (1 + τ)
2

For a unilateral excitation source:
u = 1; Unilateral excitation source towards upper medium

(region1)
u = 2; Unilateral excitation source towards lower medium

(region2)

ξx
11 =

(1 + τ)
2

(1 − u) +
(τ − 1)

2

ξy
11 =

(1 − τ)
2

(1 − u) − (1 + τ)
2

ξx
12 = (1 + τ)ρ(2 − u)

ξy
12 =

(1 − τ)
2

ρ(2 − u)

ξx
21 = (1 + τ)ρ−1(u − 1)

ξy
21 =

(1 − τ)
2

ρ−1(u − 1)

ξx
22 =

(1 + τ)
2

(u − 2) +
(τ − 1)

2

ξy
22 =

(1 − τ)
2

(u − 2) − (1 + τ)
2

where:
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Polarization in x-direction: τ = 1
Polarization in y-direction: τ = −1
Zs : Complex surface impedance; Z01: real wave impedance

defined in Eq. (3)
ρ =

√
Z01/Z02; ρr = Z‖/Z0r; r = 1, 2 where Z‖ is defined in

Eq. (19).

APPENDIX B. OPERATOR Γ̂

1- TE and TM Eigenfuctions of reflection operator Γ̂

 MT edoM ET edoM

( )

( )

2 21

2

2 21

2

m n
y j x j yTE a b
mnmnx

m n
x j x j yTE a b
mnmny

f ab K e e

f ab K e e

π π

π π

− −−

− −−

=

= −

 

 

( )

( )

2 21

2

2 21

2

m n
x j x j yTM a b
mnmnx

m n
y j x j yTM a b
mnmny

f ab K e e

f ab K e e

π π

π π

− −−

− −−

=

=

 { {
Kx

mn,Ky
mn are defined in Eq. (5)

2- TE and TM Eigenvalues of Γ̂:

Region
1 ( )( )

11

1,1 1 1 2 1 1 2
01,01,1 1TE

mn mn r mn rj k j kγ ε γ ε
−− − − −Γ = + −  

Mode
TE Region

2 ( ))( ( )( )
11

1
2112112,

,2 0 ,2 ,2 0 ,21 coth 1 cothTE
mn mn r mn mn r mnj k H j k Hγ ε γ γ ε γ

−−−−− −+=Γ

Region
1 ( )( )

11

1,1 1 1 2 1 1 2
0 ,1 0 ,11 1TM

mn mn r mn rjk jkγ ε γ ε
−− − − −Γ = − +  

Mode
TM Region

2 ( ))( ( )( )
22

1
2112112,

0 ,2 ,2 0 ,2 ,21 coth 1 cothTM
mn mn r mn mn r mnjk H jk Hγ ε γ γ ε γ

−−−−− +−=Γ  

γmn,i =
((mπ

a

)2 +
(nπ

b

)2 − k2
0εri

)1/2
: Propagation constant from

region i.
k0 = ω/c: Angular EM wavenumber; ω angular frequency of the

wave and c speed of light in the vacuum of free space.
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