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Abstract—In this paper, a novel source localization scheme is
proposed based on the unitary ESPRIT algorithm with back ray
tracing technique and the city electronic maps. Our scheme can be
summarized into two steps. First, the unitary ESPRIT algorithm
is employed to estimate the angles and delays of the arrival rays
radiated from the source. Second, based on the obtained information
we devise a back ray tracing technique to recover the signal propagation
paths according to the Geometrical Theory of Reflections and the
city electronic map. After these two steps the source position can be
obtained by averaging all the estimated positions. In order to minimize
estimated errors caused by the Unitary ESPRIT, a valid-range selection
criterion for the judgment of the validity of the estimated position
data is proposed. On the other hand, we introduce a path length
weighting factor to reduce the estimated errors caused by the terrain
data inaccuracy. This position method can locate both the line of sight
(LOS) and non-line of sight (NLOS) sources efficiently and it also can
locate multi-sources simultaneously. Six simulations are carried out in
three terrain scenarios. The numerical results demonstrate that our
model can be applied to estimate the positions for both 2D and 3D
cases. The accuracy of our model for a cell of 80 m × 45m can reach
10m when SNR is greater than 10 dB.

1. INTRODUCTION

Recently, source localization becomes an ad hoc topic in wireless
communications. There are many typical methods [1–5] for locating
a source, e.g., time-of-arrival (TOA) [6, 7], time difference of arrival
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Table 1. Comparison between different position methods (symbol
√

denotes the corresponding parameter is used).

ToA DoA TDoA RSS Performance Description 

[4][6][7]

[8][9][10]

[3][5][32]

[1][2]  

[11]  

Trilateration 

[12]  

Only for LoS 

source

Trilaterating with

signal parameters

of LoS paths 

[33][34]  
Fingerprint

[16][17]

For both LoS  

and NLoS source 
Database 

correlation method

Our method Back ray tracing  

with ToA and DoA 

As

For both LoS  
and NLoS source 

(TDoA) [32], angle-of-arrival (AOA/DOA) [8–10] approach and some
hybrid techniques [11, 12] as shown in Table 1. Most of these
methods are based on trilateration utilizing ToA, DoA, TDoA, RSS
and the diverse combinations of these parameters. The TOA and
AOA approaches need more than one base station and the estimation
accuracy is low for non-line of sight (NLOS) sources. Although various
NLOS mitigation techniques [7, 13–15] have been proposed to improve
the location accuracy, these techniques require that the number of
available LOS base stations is greater than that of the NLOS base
stations. In [11] a hybrid TOA/AOA positioning algorithm was
proposed. Four different statistical propagation environments models,
i.e., bad urban, urban, suburban, and rural, were conducted in [11].
However, it does not consider the real propagation environments. All
trilateration methods mentioned above have the same weak point,
i.e., all of them perform well for LoS cases, but badly for NLoS
cases. Recently, a new method called fingerprint method show better
performance than the trilateration. In this method, the source is
located by comparing measured parameters, such as DoA TDoA ToA
and RSS, to the pre-measured reference data [33, 34]. However, it
needs an accurate database for storing these pre-measured data and
thus becomes unrealistic for the dynamic outdoor radio environments.
A modified version was proposed in [16, 17] that determines source
positions by comparing the spatial characteristics estimated from data
measurements to that obtained from ray tracing analysis with terrain
data. Though this modified method does not need to establish the
pre-measured reference database, it increases the computation burden.

Unlike the methods mentioned above, a novel localization method
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is proposed in this paper. It employs the Back Ray Tracing
(BRT) [19, 20] technique with the city electronic map and high
resolution signal parameter estimation algorithm-Unitary ESPRIT
(UESPRIT) [21, 22].

UESPRIT is a simple and highly efficient method for estimating
signal parameters based on the translational invariance geometry
of an array. It has been proved that UESPRIT can gain higher
accuracy in signal subspace estimations compared with MUSIC and
ESPRIT [21, 22]. In recent years, it has been extended to the solutions
of multidimensional cases. In our paper we use it to estimate the
direction of arrival (DoA) and time of arrival (ToA).

With the estimated DoA and ToA using UESPRIT, the arrival
angles and the lengths of the paths of the signals can be obtained.
According to these angles, the BRT emits signals from the receiver.
Then the transmitting waves will move forward, hit the building, and
be reflected. They will not stop until the lengths of the paths reach
the estimated ones. The stop positions are the locations of the sources.
The final estimated position of the source is determined by averaging
all the estimated positions according to each path traced by the BRT.

For the case the transmitting waves hit around the corner of the
building, the estimated position may be far away from the actual
one, when the estimated DoA and TDoA deviate a little from the
real DoA and ToA. To minimize the estimated errors, a valid range
selection criterion for the judgment of the validity of the estimated
position data is employed in this paper. After eliminating the invalid
estimated positions using this criterion, the average of those valid
estimated positions will be made, which is the ultimately estimated
source location.

Usually, the geometry data of the terrain is inaccurate. Our
research in part 3 of Section 4 discovers that the estimated error
caused by this inaccuracy is correlated with the number of inaccurate
walls that the signal has passed and the errors of the walls. From the
statistical point of view, the number of inaccurate walls that the signal
has passed is proportional to the path length. So, instead of averaging
of the valid estimated positions, we devise a path length weighting
factor to each valid estimated positions, and then, determine the final
estimated position by weighted plus of all the valid estimated positions.

Six simulations results demonstrate that our model can be applied
to estimate the positions for both 2D and 3D cases. The accuracy
of our model for a cell of 80 m × 45m can reach 10 m when SNR is
greater than 10 dB. This method can also be extended to multi-sources
location.

The organization of this paper is as follows. In the next
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section, the famous UESPRIT algorithm is reviewed. The location
procedure with UESPRIT and BRT technique is proposed in Section 3.
Section 4 treats the location error of our method. First, the parameter
estimation accuracy of UESPRIT is analyzed in Section 4.1. Second, in
Section 4.2, we investigate the location error caused by UESPRIT and
devise a remedy using the valid range selection criterion. In Section 4.3,
the location error caused by the terrain data inaccuracy is studied
and the path-length weighting factors are introduced to minimize the
localization errors. In Section 4.4, we also discussed the blind region
of our method. The numerical results are shown in Section 5.

2. A BRIEF REVIEW OF UESPRIT

In order to let the readers have an idea of UESPRIT, here we give
a brief review of this method. UESPRIT is applicable to centro-
symmetric array configurations. A sensor array is called centro-
symmetric if its element locations are symmetric with respect to the
centroid and the complex response patterns of paired elements are the
same [23]. The uniform linear array (ULA) used in practice is centro-
symmetric. The ULA is decomposed into two subarray, viz. subarray 1
and subarray 2, by selection matrices J1 and J2 that choose l elements
of ULA, as shown in Fig. 1, where J1 and J2 are generally centro-
symmetric with respect to one another (1),

J2 = ΠlJ1ΠL, (1)

Πl and ΠL are the l× l and L×L exchange matrices with ones on their
antidiagonal and zeros elsewhere. L denotes the number of elements
in ULA. The selection matrices J1 and J2 are shown in Fig. 1. If there
are d different signals arrive at ULA, the measurement data matrix
X ∈ CL×1 is

X = AGS + n (2a)

The vector S = [ S1 S2 , . . . , Sd ]T is the corresponding d different
signals, n ∈ CL×1 denotes the noise sample, and AG ∈ CL×d is the
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Figure 1. Subarray for ULA.
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global array steering matrix, which can be written as the vandermonde
matrix,

AG = [a(µ1) a(µ2) . . . a(µd)], (2b)

where a(µi) = [ 1 ejµi ej2µi . . . ej(L−1)µi ]T , µi is the signal
parameter need to be estimated. It is easy to find out that (2b) satisfy
the following invariance properties:

J1AG · Φ = J2AG , (3)

where the diagonal matrix Φ = diag{ejµi}d
i=1. According to the

paper [25], (3) can be changed to

K1D · Ω = K2D. (4)

In Equation (4), D is the transformed steering matrix, which is defined
as D = QH

L AG [16], K1 K2 and Ω are the transformed selection
matrices and the real-valued diagonal matrices (5)

K1 = 2 · Re
{
QH

l J2QL

}
, K2 = 2 · Im{

QH
l J2QL

}

and Ω = diag
{
tan

[µi

2

]}d

i=1
, 1 ≤ i ≤ d

(5)

QH
l and QL are left Π-real matrix which is defined as matrices Q ∈

CL×L satisfying ΠMQ = Q [21, 24]. The unitary matrix

Q2q+1 =
1√
2

[
Iq

0
Πq

0 jIq√
2 0

0 −jΠq


 , (6)

for example, is left Π-real of odd order. The unitary left Π-real matrix
of size 2q × 2q is obtain from (6) by dropping its center row and center
column.

In the first step of UESPRIT [25, 26], forward-backward averaging
is achieved by transforming the complex-valued data matrix X into
real-valued matrix, Viz.

T (X) = QH
L [ X ΠLXΠN ]Q2N ∈ <L×2N . (7)

Its d dominant left singular vectors Es ∈ <L×d are determined by
performing the real-valued SVD on T (X). Without additive noise, Es

and D span the same d-dimensional subspace. Thus there must be a
nonsingular matrix Γ of size d × d such that D ≈ EsΓ. Substituting
this relationship into (4) yields real-valued invariance equations

K1E
Υ
s ≈ K2Es where Υ = ΓΩΓ−1. (8)

The invariance Equation (8) can be solved via least square (LS),
yielding real-valued matrix Υ.



248 Song et al.

(a) (b) 

Rx

source
RA1

RB1

Image 1 

Image 2

Mirror 1
M

irro
r 2

 

Building2 

B
u
ild

in
g
1

 

Blind region 

B
u
ild

in
g
3L-1

d
10

θ

Figure 2. (a) Uniform linear array (ULA); (b) BRT principle and
blind region.

The algorithm described above can easily be changed to R
dimensional (R-D) case by substituting a(µi) with a(µ1

i , . . . , µ
R
i ) =

a(µR
i ) ⊗ a(µR−1

i ), . . . ,⊗a(µ1
i ) in (2b). ⊗ denotes Kronecker product.

In the R-D case, the automatic pairing of the Eigen values of the
R real-valued matrices Υ1, . . . , ΥR can be obtained by Simultaneous
Schur Decomposition (SSD) [22, 25, 26].

3. THE LOCATION SCHEME

Step one: Estimate the DoA and TDoA with UESPRIT
The receive antenna used is a uniform linear array (ULA), as

shown in Fig. 2(a). Assuming that the transmitter emits M single-
tone signals e−j2π(f0+m∆f)t (m = 0, . . . , M − 1) and the impinging
wave fronts on the receiver are approximately planar. The received
signal of the m-th tone on the l-th sensor of ULA reads

yl,m(t) =
N∑

i=1

Aie
−j2π(f0+m∆f)(t−τi− dl sin θi

c
) + n(t), (9)

where, l (from 0 to L − 1) denotes the index of antenna sensors of
the ULA at Rx, N : The number of propagation paths that can be
performed by using the modified MDL proposed in [23, 28], Ai: Path
loss, f0: Center frequency, ∆f : Frequency gap, d: Sensors interval,
θi: The i-th path arrival angle, τi: The i-th path delay, and n(t): The
additive white Gaussian noise. In the simulation M ·∆f ·d ·L/c < 0.01,



Progress In Electromagnetics Research, PIER 94, 2009 249

so (9) can be simplified to [27]

yl,m(t) =
N∑

i=1
Aie

−j2πf0(t−τi)ej2πm∆fτiej2πf0
dl sin θi

c + n(t)

µ1
i = 2πf0

d sin θi
c and µ2

i = 2π∆fτi

. (10)

Here we sample one temporal snapshot of each tone, and then perform
a smoothing technique to divide the frequency dimension into g
snapshots (groups), each containing Ms = M − g + 1 frequency
points. Consequently, the signal parameters τ̃N = [τ̃1, . . . , τ̃N ]T and
θ̃N = [θ̃1, . . . , θ̃N ]T can be obtained using 2-D UESPRIT in (10).

Step Two: Locating the source using BRT

An SBR/image approach [29] is used in the BRT technique.
With the estimated parameters sets τ̃N = [τ̃1, . . . , τ̃N ]T and θ̃N =
[θ̃1, . . . , θ̃N ]T derived by UESPRIT, the arrival angles and the lengths of
path which the signals have been traveled can be obtained. According
to these angles, the Back Ray Tracing (BRT) emits signals from the
receiver (Rx), as shown in Fig. 2(b). Then the propagating waves
will move forward, hit all the surfaces of the buildings, and a number
of points of intersection are obtained. The nearest intersection point
(RA1) is the place where the wave is reflected. Then, image 1 is
symmetrical with the Rx with respect to the surface (mirror 1) where
the nearest intersection point is on. Consequently the direction of the
reflection wave is the direction of the line connecting image1 and RA1.
Subsequently image 2 and the second reflected direction can be found
in the same way. The propagation wave will move until the lengths
of the path reach the estimated ones. The stop position is the source
location. The final estimated source location is determined by average
of all the estimated locations corresponding to each path, as shown in
Equation (11),

x =
1
N

Ns∑

i=1

x̂i and y =
1
N

Ns∑

i=1

ŷi. (11)

(x̂i, ŷi) is estimated locations, and (x, y) is the final estimated location.

4. ERROR ANALYSES OF THE ALGORITHM

According to the above discussion, the errors consist of two parts: The
first one is caused by the finite accuracy of UESPRIT, e.g., the DoA
and ToA errors, while the second one is the terrain data error compared
with the real scene. Besides, there may be some blind region where
the source can not be located.
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4.1. Parameter Estimation Accuracy of UESPRIT

Here we will test the accuracy of the UESPRIT algorithm. We
duplicate the simulation example in [22], which was conducted with
4 wave fronts, a 2 × 2 URA and 10 temporal snapshots. The 4 vectors
need being estimated are: µ1 = π[0.05 −0.5 0.8]T , µ2 = π[0.5 0.5 0.8]T ,
µ3 = π[0.5 0.5 0.2]T , and µ4 = π[0.0 0.2 0.2]T . Fig. 4(a) gives the root
mean squared error (RMSE) of the simulation results by our UESPRIT
program. Our results of RMSE are similar with that in Fig. 4 of [22]
in the order of the magnitude.

Because the estimation accuracy is related with the size of antenna
array L and the number of snapshots g (where g = M − Ms + 1),
we need to test the estimation accuracy of our simulation model. In
this paper, we set the parameters of our model to be f0 =2GHz,
∆f = 1 × 104 GHz, L = 10, Ms = 10, M = 300, and d = 0.5λ,
where λ = c/f0 and c = 3 × e8 m/s. Four wave fronts arrive at the
receiving antenna array from the source with different arrival angle
and path length, viz. (−π/6, 120 m), (−π/3, 60 m), (π/4, 200 m) and
(π/9, 390 m). One thousand realizations of the estimation accuracy
of UESPRIT versus SNR are computed. Fig. 4(a) shows the RMSE
of µ1

i and µ2
i . To achieve intuitive observation, we separate the RMSE

into two part: RMSE of DOA and RMSE of path length. Fig. 4(b)
implies that the estimation accuracy of DOA is below 0.55 degree and
that of path length is below 6 meters. All these estimations satisfy the
requirements for the high resolution localization.

4.2. Localization Errors Caused by UESPRIT

If the signal paths hit around the corner of the building, as shown in
Fig. 3, the errors caused by UESPRIT will be extremely significant. In

(a) (b) 

Source 

Rx RxSource

Figure 3. Error models (solid line: real path, dash line: estimated
path.
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Figure 4. Estimation accuracy of UESPRIT (1000 realizations) (a)
RMSE of the simulation example in [22] and our simulation model. (b)
RMSE of DoA and path length of our simulation model.

these situations (Fig. 3), the estimated position obtained from BRT will
be far away from the real source position. The terrain data error can
also cause this problem. In order to eliminate this error, the estimated
positions must be selected. Here we propose a valid range selection
scheme for the judgment of the validity of the estimated position data,
using Equation (12)





∆i,j =
√

(x̂i − x̂j)2 + (ŷi − ŷj)2 i 6= j, i, j = 1, . . . , N

∆i,J =
√

(x̂i − x̂J)2 + (ŷi − ŷJ)2 i 6= J, i = 1, . . . , N
∆i,J < ∆r

, (12)

where (x̂i, ŷi) and (x̂j , ŷj) are the estimated localizations, (x̂J , ŷJ)
is one of the two closest estimated localizations, N denotes the
number of paths considered, ∆i,j denotes the distance between
two estimated localizations, ∆i,J denotes the distance between the
estimated localization and the center of the valid range, ∆r denotes
the threshold used to determine whether the result is reliable. Through
out this paper ∆r is chosen as 3 m. In the selection procedure, we
first calculate the distance between any two estimated localizations
∆i,j , and then set one of the two estimated localizations that are
nearest to each other as the center of our selection range, viz. (x̂J , ŷJ).
Subsequently, an estimated localization is valid if the distance from it
to the center of the selection range is less than ∆r. After eliminating
the invalid estimated positions, the average of those valid estimated
positions will be made, which is the ultimately estimated source
location, as in Equation (11).
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Figure 5. Error caused by terrain inaccuracy (a) error caused by one
wall. (b) error caused by one wall (when estimated path is reflected
one more time than real one) (c) error caused by two perpendicular
walls (d) error caused by two parallel walls.

4.3. Localization Errors Caused by Terrain Inaccuracy

The estimated accuracy is also related to the resolution of terrain data.
In the second step of our position method the BRT recovers the signals
propagation paths with the terrain data and the signals parameters
obtained from step one. Usually, the geometry data of the terrain
is inaccurate. In the following, we will analyze how the terrain data
inaccuracy influents the estimated results in four cases and then give
an effective measure to minimize these errors.

Case (a): If one of the walls is not in the real place, the distance
from the real place is d, then the estimated location is 2d from the
real location, as shown in Fig. 5(a).
Case (b): In Fig. 5(b) the estimated path is reflected one more
time than the real propagation path, it is easy to find out that the
estimated error is less than 2d.
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Case (c): If there are two walls perpendicular with each other,
which are d1 and d2 from the real positions respectively, as shown
in Fig. 5(c), the distance between the estimated location and real
location is

∆d =
√

(2d1)
2 + (2d2)

2. (13)

Case (d): If two parallel walls as shown Fig. 5(d) are d1 and
d2 from the real positions respectively, the distance between the
estimated location and real location is

∆d = 2d1 + 2d2. (14)

So the estimated error caused by the terrain data error can be
summarized as

∆d ≤

√√√√√
(

Nx∑

i=1

2di

)2

+




Ny∑

j=1

2dj




2

≤
Nx+Ny∑

i=1

2|di|. (15)

Nx and Ny denote the numbers of error walls parallel with x axis
and y axis respectively.
According to (15), the estimated error increases if the number

of signal reflections increases. From the statistical point of view, the
number of inaccurate walls that the signal has passed is proportional to
the path length. So, here we introduce a path length weighting factor
to each valid estimated positions, and determine the final estimated
position by the weighted plus of all the valid estimated positions as

ωi = 1
pl2i

/
Ns∑
i=1

1
pl2i

x =
Ns∑
i=1

ωix̂i and y =
Ns∑
i=1

ωiŷi

(16)

where (x̂i, ŷi) and (x, y) are the estimated localizations and the
estimated result respectively, ωi is the weighting factor, pli is the ith
path length, and Ns denotes the number of the valid results, which is
selected according to Equation (12).

4.4. Blind Region

One problem of the BRT technique is that the diffraction path can not
be recovered. Hence, at least one reflection path or LOS path is needed
if the source can be accurately located. In Fig. 2(b), there is not any
reflection or direction path in the blind region, only the diffraction
path can reach there. In order to avoid the blind region, we can build
a reflector (building 3) or more Rx to introduce the reflection path.
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5. NUMERICAL RESULTS

Six simulations examples are carried out in this paper. In these
simulations the parameters are set to be f0 = 2.4GHz, ∆f = 1 ×
104 GHz, L = 10, Ms = 10 and d = 0.5λ (λ = c/f0, c = 3 × e8 m/s).
Three terrain data are employed, as shown in Fig. 6 and Fig. 9.

Simulation 1. The receiver was fixed on (10, 30), while the
transmitter moves along the dash line with a step of 0.5 m, as shown in
Fig. 6(a). A total of 120 positions is sampled and 22 realizations have
been carried out. In each transmit location the position estimation is
carried out in all values of SNR with different numbers of frequency
points, viz., SNR from 0 to 20 dB and M = 300, 100, and 60. The
relation between the average estimation error and SNR was shown in
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Fig. 7(a). The ε is defined as ε =
n∑

i=1

√
(xi − xi)2 + (yi − yi)2/n, where

(xi, yi) and (xi, yi) denote the estimated position and real position
respectively, n denotes the number of the positions. The simulation
results imply that more frequency point we use, more snapshots we
have, and higher the estimation accuracy we can obtain.

Simulation 2. In this simulation the frequency points is set as
M = 300 and errors of the lengths and widths of the buildings are
assumed to be Gaussian distributed with zero-mean and variance
σ = 0.707m. Here, the transmitter also moves along the dash line
as in simulation 1, the estimated results using average method and the
weighting factor are both shown in the Fig. 7(b). 22 realizations have
been carried out. With the help of the weighting factor the estimated
accuracy is improved, especially in low SNR condition.

Simulation 3. In this simulation, three different sources ask
for locations simultaneously. Here we assume SNR = 20dB and
M = 300. The receiving antenna array is fixed in (31, 45), and three
sources locate in (55, 45), (12, 25) and (70, 11) respectively. All the
dominant paths parameters, viz. DoA and ToA corresponding to
the three sources, can be obtained by UESPRIT. Then with these
parameters three positions can be found after performing BRT and
the selection criteria. The estimated position is (55.924, 43.478),
(12.768, 24.737) and (71.845, 12.561), as shown in Fig. 6(b). Table 2
contains the specific parameters of the buildings that are utilized in
this simulation. The multi-source localization does not always work
precisely. Sometimes, the number of estimated source positions is
bigger than the real number. However, it is useful for some emergency
cases, e.g., life detections.

The extension of this method to three dimension cases is
straightforward. In the following, three 3D simulations are conducted.
In order to estimate the elevation angle we should add one dimension
to the antenna array, viz., a 10 × 10 elements uniform rectangular
array (URA) instead of the 10 elements ULA are employed now. The
frequency points are 300.

Table 2. Parameters of the buildings in Figure 6(b) (unit: m).

Building #1 #2 #3 #4 #5 #6 #7
Centroid (39 57.5) (76 57.5) (18.5 33.5) (40.5 9.5) (79 9.5) (56.5 28) (71 36.5)
Length 20 20 27 21 8 9 38 
Width 9 9 9 9 9 8 9 



256 Song et al.

Position Estimated position

Tx1 (8 52 1.6) (8.7 52 2.8) 1.39

Tx2 (20 20 1.8) (22.9 20.4 1.3) 2.97

Tx3 (60 10 1.6) (60.3 9.8 2) 0.54

Tx4 (43 32 1.7) (39.7 32 0.7) 3.45

Tx5 (60 58 2) (62.6 57.9 2.5) 2.65

(a) (b) 

∆

Figure 8. (a) 3D terrain data of simulation 5 (height of buildings: #1
and #2: 20 m; #3 and #6: 25 m; #4 and #5: 12 m; #7: 35 m), (b)
Estimated results of simulation 5 (SNR = 20 dB).
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Figure 9. (a) Propagation paths from Tx to Rx in 3D terrain, (b)
planform of paths from Tx to Rx, (c) top view of the 3D terrain and
the estimated results.



Progress In Electromagnetics Research, PIER 94, 2009 257

Simulation 4. We change 2D terrain data shown in Fig. 6(a) to 3D
by adding a height to each building. the height of all the buildings is
24meters. We assume a source with 1.6meters tall moves on the street
as simulation 1 and the receiving antenna array is fixed on the top of
the building (10, 35, 28), which is 4 meters higher than the building.
There are more LoS paths in this simulation than in simulation 1, so
that the estimated accuracy is a little better than 2D case, as shown
in Fig. 7(a).

Simulation 5. The terrain data is shown in Fig. 8(a) and the top
view of this terrain is shown in Fig. 6(b). In this simulation, the receive
antenna array is fixed on (30, 33, 28), which is 3 meters over the top of
#3 building. We test this method in five typical positions and the
estimated results are listed in the Fig. 8(b). In Fig. 8(b), ∆ denotes
the distance between the true position and the estimated one. We
can see that the estimated positions are extremely close to the real
positions.

Simulation 6. In order to further test our position method, a
more complicated and realistic terrain is considered in this simulation,
as shown in Fig. 9. The receiving antenna array is fixed on the top of
the highest building (400 775 68), (3 meters higher than the building).
Six position estimations in different district are conducted, as shown
in Fig. 9(c). The propagation environment is very complex in this
terrain, viz. propagation paths from Tx4 to Rx, as shown in Figs. 9(a)
and (b). It is more difficult to pinpoint the source position. The
estimated results of this simulation is listed Table 3, and it also can
be found in Fig. 9(c). Usually, the elevation angles of most paths are
close to each other. That makes a little difficulty to precisely estimate
the elevation angle. As a result the estimated error in z-direction is

Table 3. Estimated results of simulation 6.

SNR=20 dB Position Estimated position

Tx1

Tx2

Tx3

Tx4

Tx5

Tx6

(125 85 1.8) 

(165 485 1.7)

(600 300 1.7)

(835 500 1.7)

(1100 512 1.6)

(925 100 1.8)

(124.7 84.2 3.8)

(165.6 485.5 4.5)

(610.6 281.5 10.5)

(850.1 522.8 5.8)

(1100.3 511.9 6.8)

(925.6 99.6 20.4) 

2.2

2.9

23.1

27.7

5.2

18.6

∆
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higher than that in x-y direction.
Simulation 7. In our paper, the diffraction paths are not

considered in our simulation model. We take the diffraction paths
as a noise. According to the uniform geometrical theory of diffraction,
the diffraction coefficients are very small compared with the reflection
coefficients. To illustrate this, here, we give an example. A source is
assumed to be located at (30 15 1.5) of the terrain data in simulation 4,
and the receiver is fixed on (15 35 28). Four reflection paths and four
dominant diffraction paths arrive at the receiver, as shown in Table 4.
We can see that the power of reflection paths and the diffraction
paths (normalized by the maximum path power) are not in the same
order of magnitude. The final estimated position is (30.59 14.68 1.54).
This demonstrates that when there are reflection paths between the
source and the base station, the effect of the diffractions on the source
localization can be ignored. If the source is in blind region, viz., no
reflection path exists, our method will apparently fail. Nevertheless,
the potential application value of our methods is significant, because in
the future wireless communications (Beyond 3rd Generation and the
4th Generation) the coverage area of a base station will become smaller
and hence the probability of encountering the blind region in source
localization also will be reduced.

Before the end of this section, we also give a brief summary of the
CPU time used in these six simulations. For 2D cases, the computation
times of the UESPRIT and BRT program for position once are about
0.19 seconds and 58.3µs respectively (for both single source and multi-
source cases). For 3D cases, the computation times of the UESPRIT
and BRT program for position once are about 13.8 seconds and 58.3µs,
respectively. All these simulations are carried out in a 3.0 GHz CPU.
This demonstrates the efficiency of our localization algorithm.

Table 4. Parameters of the received signals from a source located at
(30 15 1.5) (SNR =20 dB).

Reflection paths Dominant diffraction paths 

Path 1 Path 2 Path 3 Path 4 Path 5 Path 6 Path 7 Path 8 

i

i

i
c

θ

ϕ

τ .

5.176

2.239

42.746

5.176

2.292

44.668

5.865

2.064

55.922

5.865

2.111 

57.404

5.82

2.064

55.959

5.3

2.383

36.499

4.712

2.328

38.572

5.3

2.235

42.981

power 1 0.77 0.93 0.79 1.23e − 02 0.89e − 03 1.31e − 03 2.62e − 03
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6. CONCLUSION

In this paper, we proposed a novel source localization scheme based on
the UESPRIT with BRT and the city electronic maps. This method
can estimate both the LOS and NLOS source accurately. The main
points of this scheme are summarized as follows.

• UESPRIT is employed to estimate the arrival angles and delays
of the rays radiated from the source. Based on the obtained in-
formation, the source position can be obtained according to the
BRT program and the city electronic map.

• A valid range selection criterion is devised for the judgment of the
validity of the estimated position data.

• This method uses a path length weighting factor to determine the
final estimated position.

Error analysis shows that the estimated accuracy has correlative
relationship with the estimated accuracy of UESPRIT and the
resolution of the terrain data. A selection criterion and a path
length weighting factor weaken those influences. Our simulation
results demonstrate that the estimated accuracy is high in the urban
environment with the help of the selection criterion and the path length
weighting factor. Moreover, this method can also be applied to 3D
environments.
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