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Abstract—We introduce and discuss a parallel SAR backprojection
algorithm using a Non-Uniform FFT (NUFFT) routine implemented
on a GPU in CUDA language.

The details of a convenient GPU implementation of the
NUFFT-based SAR backprojection algorithm, amenable to further
generalizations to a multi-GPU architecture, are also given.

The performance of the approach is analyzed in terms of accuracy
and computational speed by comparisons to a “standard”, parallel
version of the backprojection algorithm exploiting FFT + interpolation
instead of the NUFFT. Different interpolators have been considered for
the latter processing scheme. The NUFFT-based backprojection has
proven significantly more accurate than all the compared approach,
with a computing time of the same order. An analysis of the
computational burden of all the different steps involved in both the
considered approaches (i.e., standard and NUFFT backprojections)
has been also reported.

Experimental results against the Air Force Research Laboratory
(AFRL) airborne data delivered under the “challenge problem for
SAR-based Ground Moving Target Identification (GMTI) in urban
environments” and collected over circular flight paths are also shown.

1. INTRODUCTION

The backprojection algorithm [1,2] is a frequently used technique in
Synthetic Aperture Radar (SAR) image formation. Assuming that the
data acquired by the SAR sensor are available over a uniform grid
in the frequency domain, SAR backprojection consists of two-steps.
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The first step amounts to transform the frequency domain data by a
Fast Fourier Transform (FFT) to a uniform grid of the time domain,
while the second step regards interpolating the data from the uniform
grid dictated by the FFT to the non-uniform grid dictated by the
discretization of the on-ground scenario.

The backprojection algorithm shows two main advantages if
compared to other approaches [1].  First, it does not involve
approximations of the relevant Green’s function. Second, it enables
to form SAR images as the data are acquired, pulse by pulse, by
integrating newly obtained information into the SAR image as it
becomes available. The main drawback of SAR backprojection is the
computational complexity, which grows, in a sequential algorithm, as
P(M) 4+ O(M?1og M) for an M x M image, where the polynomial
dependence P(M) is due to the required interpolation stage, while the
O(M?1log M) dependence is due to the involved FFT step [3,4]. The
possibility of using FFTs is thus appealing from the computational
viewpoint. Indeed, for a fixed M and depending on the interpolation
scheme, the dominant term can become P(M) or O(M?log M). Thus,
the choice of the interpolator is critical to obtain a favourable trade-
off between accuracy and processing speed, since accurate but slow
interpolators can make the approach for very large data sets even
impractical [2]. In other words, proper interpolators can enable the
algorithm to have the same asymptotic computational complexity of a
standard FFT.

To reduce the computational burden, different methods have been
proposed. While accepting some sacrifice in image quality, they rely on
FFT stages performed in polar coordinates [5] or based on hierarchical
decompositions of the backprojection operator [6,7] to achieve an
O(M?1log M) complexity.

Approaches based on the use of Non-Uniform FFTs (NUFFTs) [8,
9] have recently gained interest in SAR imaging to enable the
efficient computation (O(M?log M) complexity) of Non-Uniform
Discrete Fourier Transforms (NUDFTs) with unequally spaced data or
results [10, 11]. NUFFT-based backprojection represents an interesting
alternative to other backprojection approaches to efficiently nest in a
single stage the FFT and an effective and precise interpolation, and to
form very accurate SAR images at a reasonable computational cost.

We stress that accurately and quickly processing SAR data by
the use of effective algorithms and performing hardware has aroused
interest since more than two decades. This happened since when
the FFT algorithm was used, for the first times, to quicken the
computationally burdened w-k processing [12-14], the use of travelling
sampling interpolation techniques for bandlimited functions were
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firstly experimented [14] and computer parallel codes were firstly
developed to accelerate the computations [15]. Currently, it arouses
interest in all those applications in which obtaining precise images of
large areas [16] or accurately extracting geometrical [17-19] or physical
parameters [20,21] is required. For example, in SAR interferometry,
guaranteeing high coherence values to preserve the accuracy of the
interferometric phase and to obtain meaningful Digital Elevation Maps
(DEMs) is crucial [22]. It is no accident that right in this framework
different interpolators have been proposed and compared in terms of
accuracy [17-19].

It should be also noticed that SAR backprojection lends naturally
itself to parallelization, which should naturally lead to the choice of
parallel hardware for its implementation. Graphics Processing Units
(GPUs), which provide platforms for parallel computing with very
competitive “flops per dollar” ratios [23-28], represent an excellent
opportunity in this framework. The use of GPUs is spreading over
the SAR community [10, 11, 29-34] whose first attempts in this context
date even back to the times when extensions of the ANSI C simplifying
the programming of graphic cards (as CUDA — Compute Unified
Device Architecture — or OpenCL) [35] were not yet available [36].

Purpose of this paper is to introduce, for the very first time, and
discuss a new parallel SAR backprojection algorithm using a NUFFT
routine implemented on GPU. The details of a convenient GPU
implementation of the NUFFT-based SAR backprojection algorithm,
amenable to further generalizations to a multi-GPU architecture [34],
are also given. We compare, under the new light of parallel
programming on GPUs, SAR backprojection algorithms based on the
most common interpolators proposed by the SAR community and
the proposed SAR backprojection approach based on the use of the
NUFFT [10, 11, 37]. The comparison is performed in terms of accuracy
and processing speed, by highlighting the computational performance
of each individual step of the involved routines. The main results
are highlighted in detail in the Conclusions and Future Developments
Section. The extent of the comparison against other pre-existing
techniques can result also very useful to the Reader who is then
oriented to the choice of interest depending on the needs, again in terms
of accuracy and processing speed. The very convenient performance
of the NUFFT-based approach is confirmed by results obtained
against data provided by the Air Force Research Laboratory (AFRL)
under the “challenge problem for SAR-based Ground Moving Target
Identification (GMTI) in urban environments” [38] and collected by
the airborne sensor of the AFRL under circular flight paths.

The paper is organized as follows.
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In Section 2, the SAR signal model is shortly recalled. In
Section 3, the backprojection algorithm is described by paying
particular attention to the FFT 4 interpolation stage and by discussing
how the latter can be implemented by a Non Equispaced Results (NER)
NUFFT [8,9]. Section 4 points out the computational complexity
of the FFT+interpolation stage, by stressing the advantage of using
a NER-NUFFT. Furthermore, the interpolation kernels considered
in this paper and used for the comparison with the NUFFT-based
SAR backprojection are detailed and the NER-NUFFT algorithm is
briefly recalled. Section 5 is devoted to shortly illustrate the GPU
implementations of the confronted algorithms while in Section 6 we
present numerical results concerning their comparison in terms of
accuracy and processing speed. Section 7 contains the experimental
results on the AFRL-GMTI data which illustrate the outperforming
features of the NUFFT in terms of achievable accuracy only, being
the processing speed analyzed in Section 6. Finally, in Section 8,
conclusions are gathered and ongoing developments are illustrated.

2. SAR SIGNAL MODEL

Let us consider the monostatic SAR acquisition geometry of Fig. 1.
The SAR sensor travels along a flight path such that
(x(7), y(7), 2(7)) represents the trajectory of the Transmitting
(Tx)/Receiving (Rx) antenna phase center, where 7 stands for the
“slow-time” [2]. We consider a scene populated by generic stationary
targets (i.e., their locations do not depend on 7), residing at the

AZ

x(t).y(v),z(x) /

Figure 1. Geometry of the problem.
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positions (2/, ¢/, 2’), and we assume that the target reflecting features
do not depend neither on the frequency f nor on the aspect angle,
which is related to the reciprocal positions of the sensor and the
scatterers themselves. As the antenna phase center moves along the
flight path, it transmits pulses (chirp pulses, typically) in the direction
of the scene at regularly spaced time instants 7,.

Following the “start-stop” approximation, at a given 7, the output of
the receiver is a function of the “fast-time” ¢ [1,2] denoted by s(¢, 7,)
and known as “raw-data”. Its frequency domain expression is

S = ) [ AG) SIS g,

where the integration is extended to the investigated scenario D,
AR (2',y's ) = \/(x(fn) — )2 4 (y(m) = ¥)* + (2(7) — 2/ (', ¢/))?

_\/-T2(Tn) + yQ(Tn) + 22(Tn)7 (2)
the scatterers are assumed to be located on the surface of equation
2 =22, y), Ais the “scattering amplitude” of the generic target
at (2', ¢/, 2’) [2], H(f) is the spectrum of the illuminating pulse and ¢
is the speed of light. In Eq. (1), it has been assumed, as in common
practice, that a scatterer at the scene origin O will have zero phase for
every f and 7,.

If a DEM is available, then the actual target locations can be
accounted for. Since our purpose is to analyze different processing
schemes in terms of accuracy and computational performance, we
assume no further a priori information so that in the next Sections
we set 2/ = 0.

3. THE BACKPROJECTION ALGORITHM

On defining an (), y,) grid for D, an approximation to A can be

expressed as [10, 11]

(@ ) Zan (£NY) (3)

where ; SUm)
mn i,v—”[{ = maxi ]27rft’N"” d 4
@ () = [ T fa (4)

is the “filtered projection”, fmin and fnax are the minimum and
maximum frequencies of S, respectively, and the tNU’s are the fast-
time instants given by

AR (x
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It should be noticed that dividing the acquired signal S(f, 7,) by
H(f)in Eq. (4) corresponds to range-compression or, in particular, to
standard matched filtering when the chirp signal is used as illuminating
pulse [39]. It should be also stressed that, since the fast-time instants
tNU and the grid coordinates (z.,, y,) are non-linearly related by
Eq. (5), then the t))U’s are non-uniformly spaced, even for a uniform
Cartesian grid (z},,, y,,)-

After having computed S(f, 7,) from the acquired raw-data by
FFT operations [2], the evaluation of the filtered projections can be
performed following two different ways.

(i) “Standard backprojection”, henceforth “Algorithm A”.
A first possibility is to use an FFT routine, which however
provides the @Q,,,’s at uniformly spaced fast-time instants tU .
Consequently, an interpolation step is also required to evaluate
the filtered projections from the uniform grid tU  (provided by
the FFT) to the non-uniform grid Y of interest.

(i) “NUFFT-based backprojection”, henceforth “Algorithm
B”. Alternatively, a 1D NUFFT routine of NER type can be
used to achieve the values of the filtered projections directly at
the non-uniform sampling points of interest [10, 11].

4. COMPUTATIONAL COMPLEXITY AND
INTERPOLATION

For a sequential approach and for an image of size N x M (azimuth x
range), the computational complexity of step #1 is O(NM log M). On
the other side, as stressed in the Introduction, the complexity of steps
#2 and #3 is, apart from oversampling factors [8,9], O(N M log M) +
P(N,M). It should be noticed that, if the evaluation of Q. (tNY)
involves a number of, say, T' < M samples of Q. (t5,,) (“traveling”
sampling interpolation [40]), then P(N,M) ~ NTM, so that the
overall complexity of the backprojection algorithm becomes dominated
by the term O (NM log M) for large images. Different polynomial
interpolation kernels or procedures to accelerate the convergence speed
of the Nyquist series by proper window functions have been proposed
and considered in the SAR literature [17-19,41,42]. Conversely, the
Nyquist series used without convergence acceleration entails 7" ~ M, so
that P(N, M) ~ NM? dominates the computational complexity [32].

4.1. Interpolation Kernels

The interpolation kernels herein considered for Algorithm A give rise
to traveling sampling interpolators and are the following (assuming
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unit uniform sample grid distance):

e Nearest neighbor
i(x) =

involving one sample;
e Piecewise linear [43]
‘ 0, if |z| > 1;
i) = {1 e, i f2] < 1. M
involving two samples;
e Four-point cubic [44]

3 5
§|x|3 - 5|gg\2 +1, if 0 < |z| < 1;

() — 1 5

i(z) _§WP+§@F_MM+2,E1§kd<2; (8)
0, if 2 < |x|.

involving four samples; by this kernel, the interpolation error goes
to zero uniformly at a rate proportional to the cube of the sampling
increment;

e Six-point cubic [44]

4 7
gMP—§WP+1, if 0 < |z| < 1;
7. , 59 15
- 3z — a4+ —, if1< 2
1, 5 2 , 21 3 ,
Sl AL e i PR £2 < 3;
L 0, if 3 < |x|.

involving six samples; by this kernel, the interpolation error has a
fourth-order convergence rate.

e Truncated sinc with approximate prolate spheroidal

sampling window [41]
) sinh(m/%\/l—(%‘)Q)
o\ ) sinc(x)— - —
Z(l’) - 51nh(7r1/§)\/1—<fz)
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where sinc(z) = sin(mzx)/(mz), v = (1 — i) and x is the
oversampling factor [18,19]; this interpolation kernel involves an
overall number of L samples; the value of L is chosen according
to the desired trade-off between accuracy and computational
complexity.

e Truncated sinc with Knab sampling window [42]

)cosh<wg¢1_(2;)2>

COSh(ﬂ'V% )

i(z) = sinc(x , if x| < (11)

Wl ol

0, if 2] > 5
with the same definitions of sinc(xz) and of v as above; as for
the foregoing one, also this interpolation kernel involves an overall

number of L samples, with L defining a trade-off between accuracy
and complexity.

4.2. NER-NUFFT

The NUFFT algorithm employed in this paper is that developed in [9],
which is based on the use of Kaiser-Bessel interpolation windows, see
also [10, 11].

In order to illustrate the algorithm, let us denote by z; the
equispaced data to be transformed, by y; € [-N/2,N/2] the N non-
equispaced grid points at which calculating the transform of the z;’s
and by 2; the values of the NUDFT of the z;’s. Then, the 1D NER-
NUFFT algorithm quickly calculates the 1D NER-NUDFT defined as

N/2
Z e TIVk/N, (12)
k=—N/2

The main idea of the NUFFT algorithm is to approximate

the “nonuniform” exponential exp(—j2my;k/N) by interpolating few,
“oversampled”, “uniform” exponentials according to [9]

omgk  (2m)7Y2 _jomm—t_
e 2muN = <I> c ex NV 13
O(2rk/(cyN)) ey N Z X (13)
where ¢, > 1 is an oversamphng factor”, & is the Kaiser-Bessel
window, and ® is its Fourier transform.
By exploiting (13), Eq. (12) can be rewritten as
N/2

fj27rmCXLN Zk
= \/ﬂz (exu—m) 3 e sk ey Y

meZ k=—N/2

Um
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Taking now into account that d has finite support, then Eq. (14)
takes the form

K
1 .
5~ — E d(p)U , 15
2l o = (P)Uptpuy (15)

where K is 3 or 6 for single or double precision arithmetics, respectively,
 is the nearest integer to c,x; and the subscript p + p; has to be
considered as ¢, N-periodic.

Accordingly, the NUDFT can be effectively evaluated in three
steps

(i) Scaling and zero padding:

0 k=—c,N/2,...,—N/2—1
up =14 2/op k=-N/2,... N/2—1 (16)
0 k=DN/2,... c,NJ2—1
. N/2— . . N/2—
(ii) FFT of {uk}z’;_/ij\}m on ¢, N points to obtain {Um}f%‘:g,(}vm?

(iii) Cyclic convolution to evaluate Eq. (15).

5. PARALLEL IMPLEMENTATION DETAILS

Under a parallel implementation, the relative values of the
computational burdens of the FFT and interpolation stages can be in
principle different from those involved in a sequential implementation.
Analyzing this point is the aim of the present Section.

The two algorithms considered in this paper have been fully
implemented in CUDA language [45] for parallel execution on a
GPU and in this Section we highlight the salient points of such
implementations. They share the same computational flow and
instructions as in Algorithm 1, illustrated in a Matlab-like language
only for the Reader’s convenience. More in detail, in Algorithm 1, the

Algorithm 1 Implementation of standard and NUFFT-based BPs.
for k =1:az.bin

r= \/(data.x(k) —z)? + (data.y(k) — y)? + (data.z(k) — z)?
t=2r/c

@ = Evaluate_projection (data.fp(:, k), t); (see Eq. (4))
A=A+@;

end
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Table 1. Processing steps of Algorithms A and B for fixed 7,,.

’ Step ‘ Algorithm A ‘ Algorithm B ‘
#1 FFT of raw-data s(t, 7) FFT of raw-data s(t, 7,)
#2 Evaluate Qumy (t%,,,) by FFT
(#2 & #3) Evaluate Qumy (t25) by NUFFT
43 Interpolate Qz,\;,;(tgm) to
4 Superimpose the Superimpose the
result to Eq. (3) result to Eq. (3)
#5 Update 7, Update 7,

underscore represents array or matrices, az_bin is the overall number of
sent /received pulses (see Section 2), (data.z(k), data.y(k), data.z(k)) is
the position of the sensor for the k-th pulse, x, y and z are the vectors
accounting for the on-ground scene discretization, ¢t is the vector
containing the round trip traveltimes, data.fp(:, k) stands for the
values of S(f, 1), @ is the projection as evaluated at the k-th step and
A represents the image obtained at the k-th step, and updated by the
k-th projection. The “Evaluate projection” stage implements Eq. (4),
corresponding to steps 2 & 3 of Table 1, and is invoked at each instance
of the “for loop”. The calculation of all the auxiliary quantities as well
as the “Evaluate projection” stage are implemented by appropriate
CUDA kernels [45]. The implementations of Algorithms A and B (see
Algorithm 2) differentiate at the “Evaluate projection” stage, which is
performed by an FFT + interpolation for Algorithm A and by a 1D
NER-NUFFT only for Algorithm B, respectively. More in detail, the
differences between the two cases reside in the scaling_zero_padding
and interpolation kernels of Algorithm 2. Concerning the former, in
Algorithm B, the data are scaled by a modified Bessel window before
zero padding, according to [9]. Regarding the latter, the interpolation
is performed by one of the kernels mentioned above in the foregoing
Section for Algorithm A, while a Kaiser window is used for the NUFFT-
based case, according to [9]. For both, a zero padding with a factor
of ¢, (equal to 2 in our implementations) has been considered before
the FFT, while the FFT step has been implemented by exploiting the
CUDA cuFFT library [46,47].

The interpolation step for the 1D NER-NUFFT has been
deeply described in [11], while that for the FFT + interpolation
approach has been implemented by the same CUDA kernel, exploiting
different device functions corresponding to the different considered
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interpolators. It should be noticed that, although nearest and linear
interpolators exploit the texture memory [30,45], this solution has not
been considered here to avoid further losses of accuracy [48].

We explicitly mention that, the CUDA codes have undergone a
deep optimization regarding minimizing the memory allocations [49],
CPU-GPU memory transfers [50], kernel calls [51] and, most
importantly, global memory accesses [35]. Finally, two versions have
been implemented for each approach, one exploiting the single and one
the double precision accuracy, in order to analyze the trade-off between
accuracy and processing speed.

Algorithm 2 Illustrative pseudo-code for the
“Evaluate_projection” stage.
void nufft NER_1D _func (cufftt Complex *data, float *points,
cufftComplex *result, int N, int M)
{
/* ALLOCATIONS */
cufftComplex *uk;
cudaMalloc ((void **) & uk,sizeof (cufftComplex)*c,*N);
/* SCALING, ZERO PADDING AND FFTSHIFT */
scaling_zero_padding <« block_size 1, ¢, * N /block_size_2
+ (e *N%block size == 07 0 : 1) >> (data, uk, N);
/* FFT */
cufftHandle plan; cufftPlanld (& plan, ¢, *N, CUFFT_C2C,

)
cufftExecC2C (plan, uk, uk, CUFFT_FORWARD);
cufftDestroy (plan);
/* INTERPOLATION */
dim3 dimBlock(block_size_2, 1); dim3 dimGrid
(M /block size 2 + (M %block size 2 ==07 0: 1), 1);
interpolation <€ dimGrid, dimBlock 3> (uk, points, result,
N, M);
/* DEALLOCATIONS */
cudaFree (uk);

}
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6. NUMERICAL RESULTS

The performance of standard and NUFFT-based parallel backprojec-
tions have been assessed both in terms of accuracy and of computa-
tional speed. To this end, steps #2 and #3 of Table 1 have been run on
complex random vectors of M = 512 elements with real and imaginary
parts uniformly distributed between 0 and 1 to compute the projec-
tions at N locations, with N equal to 2%, i =4, ..., 22, randomly and
uniformly distributed in (—=N/2, N/2). Reference results for steps #2
and #3 have been calculated by “direct” backprojection [4], that is,
by a backprojection algorithm performing “exact” NUDFTs using Ba-
sic Linear Algebra Subroutines (BLAS) [52]. The direct backprojec-
tion has been implemented again in CUDA language by exploiting the
cuBLAS library [53] (in particular, matrix-vector multiplication rou-
tines). Both the accuracy and the computational speed have been
assessed following average operations on a number of 20 realizations
for each individual test of interest.

As mentioned before, we distinguish between single and double
precision computations. Let us stipulate that a number of interpolation
samples larger than 7 are needed to achieve double precision, as in the
case of the NUFFT [9]. Then

e the nearest (one sample), linear (two samples), four-point
cubic (four samples), six-point cubic (six samples), Knab and
approximate prolate interpolating windows with . = 6 samples
and the NUFFT with 2K +1 = 7 samples (i.e., the value suggested
in [9] to achieve single precision) belong to the single precision
class;

e Knab and approximate prolate with L = 12 interpolation windows
and the NUFFT with 2K + 1 = 13 interpolation samples (i.e., the
value suggested in [9] to achieve double precision) belong to the
double precision class.

The processing has been performed on a workstation equipped
with an Intel Pentium D CPU 3.4 GHz, 4 GB of RAM, an NVIDIA
Tesla C2050 [10,11], installed on an ASUSTek P5D DH Deluxe
motherboard having 2 PCI Express x 16 slots to host the GPU.

Regarding the accuracy, it can be assessed by using different
criteria, as for example by resorting to coherence calculations [17—
19] or to the Root Mean Square (RMS) error. Here, we compare
the accuracies of the two approaches in terms of achieved RMS error
between the “exact” solution and the different considered processing
schemes by Figs. 2 and 3. Assessments by coherence calculations will
be dealt with in Section 7. As expected, as long as the number
of interpolation samples increases, a better accuracy is obtained.
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Figure 2. Rms errors of Algorithms A and B for the single precision
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Figure 3. Rms errors of Algorithms A and B for the double precision

case.

Furthermore, the NUFFT-based approach significantly outperforms
the compared ones. It should be noticed that, the comparison regards

the cases N = 2%, i = 4, ..., 18, being the only possible ones for the
cuBLAS routine to be successfully run due to memory limitations of

the employed GPU.

The performance in terms of processing times’ for the above
mentioned steps #2 and #3 is illustrated in Figs. 4 and 5. As it can be

T The processing does not account for any CPU-GPU memory transfer.
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Figure 4. Processing times of Algorithms A and B for the single
precision case.
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Figure 5. Processing times of Algorithms A and B for the double
precision case.

seen, Algorithm B is only slightly slower than the compared ones for
the single precision case, while is as fast as the compared ones for the
double precision case. Again for Figs. 4 and 5, the comparison is limited
to N =2',i=4, ..., 18. The behavior of the computation times (say,
“asymptotic”) for N = 2', i =19, ..., 22 is reported in Figs. 6 and 7.
Relevantly, the processing time for Algorithm B becomes less than that
concerning Algorithm A exploiting the Knab or approximate prolate
interpolation windows.
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Figure 6. “Asymptotic” processing times of Algorithms A and B for
the single precision case.
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Figure 7. “Asymptotic” processing times of Algorithms A and B for
the double precision case.

We finally note that, for the NUFFT-based projection evaluation
and for N = 524288, in single precision arithmetics, approximately
16% of the time is spent in the scaling_zero_padding kernel, 80% of
the time is due to the FFT and 4% of the time to the interpolation
kernel, thus the performance being bounded by that of the cuFFT
library. It should be also noticed that the same use of the cuFFT
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library is made for Algorithms A and B, so the cuFFT processing
time is the same for both the approaches. The different processing
times between Algorithms A and B can be then explained by the
different interpolation schemes adopted. In particular, the NUFFT-
based scheme proves to be more convenient than that exploiting Knab
or approximate prolate interpolation due to the use of the expansion
in Eq. (13) purposely worked out for the exponentials involved in the
NUDFT. Similar reasoning applies to double precision.

7. EXPERIMENTAL RESULTS

In 2009, the AFRL released X-band data collected by its own airborne-
sensor in a circular acquisition geometry over an urban scene consisting
of numerous buildings and civilian vehicles [38]. The purpose was to
push the development of new algorithms for the detection, geolocation,
tracking and identification of moving targets since, in the observed
scene, multiple vehicles were driving on roads near buildings, and
ground truth was provided for one of them.

The data are motion-compensated, range-compressed, delivered
in the frequency domain, and cover the scenario for about 71 seconds
in duration. The sensor completed two circular flight paths around
the scene at HH polarization and at a height of about 7.2km, one
corresponding to a “reference” acquisition, which is used in this paper
and contains no moving targets, and one corresponding to a “mission”
acquisition, including the moving objects. The data have a center
frequency of 9.6 GHz and a bandwidth of 640 MHz, each pulse contains
384 frequency samples and the achievable on-ground resolution is about
0.2m x 0.2m.

Figures 8 and 9 show the results obtained by using the NUFFT-
based SAR backprojection algorithm (run with X = 3 and K = 6,
respectively) and by considering all (i.e., 10000) the available azimuth
bins, which took an overall processing time of about 45s and 131s,
respectively. It should be noticed that we have recently implemented a
multi-GPU backprojection approach which takes approximately 19 s to
process the same image when run on the 2 GPUs of the front-end node
of the “Jazz” cluster available at Caspur (Inter-University Consortium
for the Application of Super-Computing for Universities and Research),
Rome, Italy [34].

In order to compare the accuracy performance of Algorithm B to
Algorithm A using the different considered interpolators, the attention
has been focused on a sub-image of the result in Figs. 8 and 9. A
reference sub-image has been calculated again by direct backprojection,
see Fig. 10. We note that, Section 6 involves numerical data.



Progress In Electromagnetics Research, Vol. 133, 2013 275

¥ [m]

150
=125 =100 <75 =50 «25 o 25 50 75
x [m]

Figure 8. Algorithm B image obtained from the AFRL-GMTI data:
single precision.
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Figure 9. Algorithm B image obtained from the AFRL-GMTI data:
double precision.

Therefore, evaluating the accuracy of the different implementations is
performed against an “exact” reference. On the other side, Section 7
involves experimental data and an “exact” image is not available.
Accordingly, the reference is obtained by the most accurate SAR
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image formation approach available. Furthermore, to assess the degree
of similarity to the reference sub-image, coherence maps have been
evaluated between the latter and the results achieved by the different
considered schemes [22], see Figs. 11-17, for the single precision
case. For the coherence maps, larger amounts of “bright” pixels are
symptomatic of a larger degree of similarity to the reference sub-image
and, thus, of a better accuracy. It should be noticed that the coherence
maps in Figs. 11-17 have been imaged in a narrow gray scale ranging
from 0.995 to 1. Indeed, a value of coherence equal to 0.995 causes
an interferometric phase with a root mean square error of already
11.2°. As it can be seen from Figs. 11-17, the amount of “bright”
pixels gradually increases from the nearest to the truncated sinc with
approximate prolate and Knab sampling window interpolators and
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very few dark pixels appear in the result corresponding to Algorithm B.
The minimum coherence values have been equal to 0.0088, 0.5241,
0.8723, 0.9902, 0.9852, 0.9927 and 1 for the nearest, linear, 4 point
cubic, 6 point cubic, approximate prolate, Knab and NUFFT cases,
respectively.

Finally, due to the very high accuracy achieved by the approximate
prolate and Knab window as well as the NUFFT, the minimum
achieved coherence values have been, for the double precision case,
equal to 1 in all the three cases. However, Algorithm B has proven
faster (execution time of 23s) than Algorithm A when using both, the
approximate prolate (execution time of 31s) or Knab (execution time
of 33s) interpolation windows. We also mention that the time taken
by the GPU-based direct backprojection algorithm implemented by



278 Capozzoli, Curcio, and Liseno

double precision cuBLAS has been 650s. Accordingly, the speedup
gained by Algorithm B, equal to 28, indicates that the use of the
proposed approach enables the processing of very large images, which
would be otherwise unfeasible by the GPU-based direct backprojection
algorithm exploiting the cuBLAS.

8. CONCLUSIONS AND FUTURE DEVELOPMENTS

We have introduced and discussed a parallel SAR backprojection
algorithm profiting of the use of a 1D NER-NUFFT routine
implemented on a GPU in CUDA language.

The performance of the approach has been analyzed in terms
of accuracy and computational speed by comparing a version of the
backprojection approach exploiting the NUFFT with a version of the
same approach exploiting FFT +interpolation stages. As main results,
the proposed GPU & NUFFT-based SAR backprojection:

e outperforms, in terms of accuracy, other SAR backprojection
schemes based on different kinds of interpolators commonly used
in SAR tomography, as nearest neighbor, piecewise linear, and
four-point and six-point cubic, as well as more sophisticated and
recently introduced ones, as the truncated sinc with approximate
prolate spheroidal sampling window and the truncated sinc with
Knab sampling window (see Figs. 2 and 3);

e shows processing times of the same order of the other confronted
SAR backprojection schemes (see Figs. 4-7).

Experimental results against the AFRL challenge problem GMTI
data have been also shown. The developed approach is capable to
perform an accurate processing of large images in an overall computing
time much more convenient than standard CPUs. Further speedups
can be achieved by implementations on compact systems based on
multiple GPUs [34].

It should be noticed that the computational flow in Algorithm 1
is of interest in “real-time” or “quasi real-time” processing, to enable
forming SAR images as the data are acquired, pulse by pulse, as already
stressed in the Introduction. Moreover, hardware like a single GPU or
clusters of more than one GPU is simple, cheap and light so that it is
in principle amenable of on-board installations.

The NUFFT-based backprojection approach can be extended to
bistatic SAR processing [54], to fast and fast-factorized backprojection
schemes [5,7] and to the use of 2D NUFFTs (i.e., simultaneous
processing of all the pulses), instead of 1D ones, when “on-line”
processing is not of interest.
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The approach can be finally useful for interferometric coregistra-

tion applications [18,19,55] and also to quickly forming 3D SAR im-
ages [56].
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