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Detection and Localization of an Object behind Wall Using an
Inverse Scattering Technique with Wall Direct Subtraction Method

Mohamad Faizal Mahsen, Kismet Anak Hong Ping*, and Shafrida Sahrani

Abstract—Through-wall imaging (TWI) is one of the useful applications nowadays in microwave
tomography field. Reconstructing image of an object becomes more challenging when it is obscured
by walls. In practice, the inclusions of noise worsen the reconstruction results. In this paper, Forward-
Backward Time-Stepping (FBTS) in time inversion technique is utilized and integrated with Wall Direct
Subtraction (WDS) method to reconstruct unknown object behind walls. The investigation includes
two types of walls that are homogeneous and heterogeneous. The object is surrounded by closed walls.
With noise added in the setup, Singular Value Decomposition (SVD) and Savitzky-Golay (SG) filtering
method are used to eliminate the noise and enhance the reconstructed image of an object. The results
show that WDS integrated with FBTS has successfully mitigating wall clutter from both homogeneous
and heterogeneous walls, and also improves image reconstruction of a hidden object. Further, by using
the proposed noise reduction method, lower MSE values can be achieved.

1. INTRODUCTION

A classic ground-penetrating radar application aims to detect buried landmines by probing the ground
at multiple locations. It faces a challenge due to the reflection of a large number of incident waves from
the surface of the ground [1]. Microwave is widely used in the infrastructure industry, military [2], and
bio-medical fields [3]. It is considered that part of the electromagnetic spectrum between 300 MHz and
300 GHz, and most microwave engineering take place from 1 to 40 GHz [4]. It is employed in a host of
applications including homeland security, determination of building layout from outdoors (e.g., TWI),
civil structure monitoring [5] and breast cancer detection [6, 7].

To obtain images with better resolution and information, setup parameters such as large arrays of
antenna and appropriate excitation frequency are required [8]. As a result, extended time duration is
needed which may change the positions, smearing and blurring the reconstructed image. For frequency
ranging from a few hundred megahertz to 2–3 GHz, most of the building materials are relatively
transparent, and this makes high-resolution TWI feasible [9]. Generally, the excitation source for
microwave systems utilizes either continuous wave, stepped frequency continuous wave (SFCW), or
pulse wave [10].

There are many reconstruction techniques utilizing RADAR, X-Ray, Doppler, and microwaves
to detect hidden object behind wall. There are also a number of TWI techniques that have been
developed for example in [11–16]. Most of these techniques assume the exact knowledge or estimated
wall parameters. In most TWI applications, the wall characteristics are unknown, and the wall is an
inhomogeneous and periodic-like structure [17, 18]. TWI structures can be identified by the analysis
software based on different techniques such as short electromagnetic pulses, holographic, real aperture,
projection and diffraction tomographic reconstruction, and near-field methods [19].
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Wall clutter distorts the return signal from the object resulting in masking of the image of object,
particularly when the object is in close proximity to the wall [20]. Imaging process must be able
to reconstruct images of object without any distortions and inaccuracy due to the presence of the
wall. Several linear inversion scheme based methods for image reconstructions are physical optic
approximation [21], back projection [22], and Born approximation [11, 23].

Some research works in TWI focus on different aspects such as wall parameter estimation [24], effect
of wall structure [17], obscured object refinement (shape, size, electrical properties and location) [25],
and time of processing.

The reconstructed image of obscure target, for example, using wavelet transforms (WT) and
singular value decomposition (SVD) based clutter reduction method has been presented in [26]. SVD
is used to reduce wall clutter while WT is employed to further suppress the noise. The reconstructed
image from a linear combination of the wavelet functions and its coefficients successfully detects multiple
objects in heavy clutter environment.

A spatial filtering method as reported in [1] has been applied across the antenna array to mitigate
wall reflections. It is tested with solid wall, multilayered wall, and cinder block wall. Spatial filtering
is dependent on horizontal-vertical invariance of wall characteristics. It specifically works with infinite
impulse response (IIR) notch filter across the array aperture, which removes zero-frequency content.
The filtering technique operated in low frequencies is only limited for homogeneous or near-homogeneous
wall type [27].

In [28], the time-reversal (TR) method is used to detect and localize object behind wall that shows
an improved result based on Target Initial Reflection method. This method is the enhancement of
Maximum E-field method [29] and Entropy-based method [30] which provides maximum amplitude of
obscured object for detection and localization. Specifically, it solves the issue of finding an optimum
period where the object can be configured in TWI system. The utilization of minimum entropy criterion
in TWI algorithm has also been presented in [31, 32]. The image degradation occurs if the focusing time
is unsuitably selected, which causes leading or lagging of optimal focusing time [33].

EM parameters of the wall such as insertion loss, dielectric constant, loss tangent, reflection and
transmission coefficients are very useful in representing wall characteristics. Muqaibel et al. [34] have
reported that insertion transfer function can compensate wall clutter. Their work estimates wall
characteristic that is free from the effect of wall clutter on object localization.

The time domain technique has the ability to reconstruct an accurate profile of electrical properties
as in the FBTS technique, compared to frequency domain based technique. Thus, the FBTS technique
has been used for the detection of breast cancer [6, 7, 35], tumors in the lung [36], and tumors in
the brain [37]. Following the advancement of FBTS, filters such as Elliptic filter [38] and Chebyshev
filter [39] are incorporated to solve the non-linearity problem. In addition, regularization techniques are
also integrated into FBTS as described in [40, 41] to handle the quantitative information with an ill-posed
or ill-conditioning problem. Regularization techniques are able to provide higher accuracy of electrical
properties profile, object shapes, and location. Other promising techniques introduced in [42] propose
the inversion method that efficiently handles the strong non-linearity of inverse scattering problem in the
inhomogeneous medium using difference Lippmann-Schwinger integral equation (D-LSIE) and difference
new integral equation (D-NIE).

In a practical situation, noise is one of the factors other than wall clutter that can distort the
reconstructed image of an object. Enhancement of signal to noise ratio (SNR) can be carried out by
either hardware or software techniques. The common method in reducing noise is by using a filter.
Chebyshev Low Pass Filter (CLPF) as in [39] suppresses the noise located at higher frequency region,
reducing the noise effect and improving the reconstructed image of an object. To apply CLPF, time
domain signal is transformed into frequency domain before high frequency of noise is removed. As
reported in [43], SVD and SG filters are other alternatives to enhance signals. It is shown that the noise
in time-domain is successfully reduced, which is better than Low Pass Filter and Wiener Filter.

This paper presents FBTS in TWI application. The main problem in TWI is that the information
of interest may be lost in the scattered fields due to wall clutters. As a result, strong distortion or error
of electrical properties occurs. A straightforward method to remove wall clutters from scattered fields
is by using WDS. Hence, this paper will enhance FBTS with WDS to reconstruct hidden object behind
walls. Secondly, FBTS with WDS performing in a noisy environment is equipped with a simple SVD
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based filter. This paper is organized as follows. Section 2 describes the setup of the simulation including
the geometry and specifications of the space domain, WDS method to mitigate wall clutter, and noise
reduction techniques based on SVD and SG filtering. In Section 3, we address analysis of the proposed
method for different domain setups, wall types, and noise reduction performances with different wall
parameters and noise levels. Lastly, Section 4 concludes the work and provides suggestion for future
improvement.

2. SIMULATION SETUP

The research focuses on the development of a microwave TWI system synthetically utilizing FBTS [6]
to reconstruct images and detect hidden object.

Figure 1. Setup 1: Object is in free space
(εair = 1).

Figure 2. Setup 2: Object is immersed in
medium (ε1 �= εair).

The simulation work operates in transverse magnetic (TM) inverse scattering assuming no induced
magnetic source. The TWI simulation setups in 2D are shown in Figure 1 and Figure 2, respectively.
The geometry of the setup comprises a circular closed wall with thickness, d cm, and a circular object
is located at the center of the domain, with radius r of 5 cm. Region-of-Interest (ROI) is set to l1 cm in
radius. The relative permittivities for wall and object are denoted as εr(wall) and εr(object), respectively.
The size of the computational domain is 160 × 160 cm2; cell size is 1 × 1 cm2; and the thickness of
Convolutional Perfectly Matched Layer (CPML) as an Absorber Boundary Condition (ABC) is set to
15 cm on each side. There are 16 point source antennas positioned a centimeter away from the outer
wall surface. Each point source antenna is positioned equidistantly at rt

m(m = 1, 2, . . . ,M) in circular
form. Only one transmitter transmits a signal at a time while other remaining antennas positioned at
rr
n(n = 1, 2, . . . , N) act as receivers. The total combination of transmitter/receiver data set is M × N

(16 × 15 = 240). Sinusoidal modulated Gaussian pulse is used as an excitation source with bandwidth,
B, of 1.3 GHz and center frequency, fc, of 1 GHz. Another setup as illustrated in Figure 2 comprises a
d cm thickness of circular closed wall, a circular object with radius r = 5 cm located at the centre of the
domain, and a medium in between with electrical permittivity, ε1. The radius of ROI in this setup is
set to l2 cm. The wall condition in Setup 2 has been investigated further with heterogeneous type. The
total signal at each receiver can be expressed as,

um(o) (p; rr
n, t) = kmn (t)

{
vm(fs) (p; rr

n, t) − ṽm (rr
n, t)

}
(1)

p = [εr(r), σ(r)], r = [x, y, z] (2)

vm(fs)(p; rr
n, t) is calculated electromagnetic field in free space with the assumption set of electrical

properties, p as in Equation (2) at receiver rn from transmitter m; ṽm(rr
n, t) is the measured

electromagnetic field at receiver rn from transmitter m; and kmn(t) is the positive weighting function
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that takes a value of zero at t = ttotal. In this research work, all simulations are carried out by utilizing
a single computing; algorithm is written in C++ language; and MATLAB software is used to represent
the reconstructed image for evaluation and analysis purposes.

2.1. Wall Direct Subtraction

The measured signals as expressed in Equation (1) have been contaminated with wall clutter. To remove
the wall clutter, WDS method is employed. Detail of this method can be found in [44]. In this work, the
electrical properties and thickness of the homogeneous wall are considered a priori known. Two TWI
setups as illustrated in Figure 1 and Figure 2 have been used in order to investigate the performance of
WDS. The calculated electromagnetic fields with the inclusion of known wall parameter in p is expressed
as,

vm(w) (p; rr
n, t) (3)

The scattered fields from an object can be achieved by subtracting Equation (3) from Equation (1)
instead of calculated electromagnetic field in free space. The weighted scattered fields from an object
are given by,

um(o) (p; rr
n, t) = kmn (t)

{
vm(w) (p; rr

n, t)−ṽm (rr
n, t)

}
(4)

2.2. Noise Reduction

In this work, the noise is added at the receivers to form contaminated signals. For this condition, the
received signals are included with uniformly distributed random noise as in Equation (5). Common
spectrum of noise is expected to inhabit at high frequency. Based on Equation (4), it can further be
expressed when the noise is contaminating the total received signals,

um(o+noise) (p; rr
n, t) = um(o) (p; rr

n, t) +k
mn

(t) {Hm (rr
n, t)} (5)

where Hm (rr
n, t) is the additive white noise function.

To eliminate the noise, SVD based method is used to exclude the noise subspace. After the noise
reduction process, the FBTS is used to reconstruct the image of the object in ROI. The details of this
method can be found in [6]. Equation (6) shows the signal-to-noise ratio (SNR) between measured
electromagnetic fields and the additive noise. T is a time duration of the measurement.

SNR = 10log10

M∑
m=1

N∑
n=1

∫ T

0

∣∣ṽm(rt
n, t)

∣∣2 dt

M∑
m=1

N∑
n=1

∫ T

0

∣∣Hm′(rt
n, t)

∣∣2 dt

(6)

2.2.1. Singular Value Decomposition

There are 16 antennas as point source used in this numerical work, which provide 240 data sets. Before
SVD is applied, the scattered fields as data matrix is constructed by using Equation (7).

D = [d1
1 d2

1 d3
1 . . . dn

m] (7)
where dn

m is scattered fields data from the nth receiver by the mth transmitter. The dimension of this
scattered fields data matrix, D, is m × n where m ≥ n. Some useful properties of SVD are applied
to any type of matrices and optimality property. In this research, all scattered signals are arranged in
a matrix as in Equation (7). SVD application on scattered data matrix D with dimension m × n is,

D = U · S·VT (8)

where U (m × m matrix) is the left singular vector matrix, and VT (n × n matrix) is transposed right
singular vector matrix. S (m×n matrix) is a singular value matrix with its element ordered in decreasing
manner. The sequence of singular values and singular vectors are unique if the singular values are all
distinct. In some special case, as singular values are similar, the respective singular vector may span
some subspace.
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2.2.2. Singular Value Elimination

In [43], noise can be eliminated by means of enhancement of an input scattering data matrix using
SVD. The diagonal singular value matrix S will be used to eliminate the noise subspace. From [45], it is
shown that the signal from a point target spans several eigen-components, and the number of non-zero
singular values depends on the location of the target. The obscured object and noise signal span in
different subspaces as

S =
[

SSc 0
0 Snoise

]
(9)

where SSc is the object scattered subspace, and Snoise is the noise subspace.
Through observation, when there is no noise added, the first few sets of eigen-components will

have higher singular values. Eigen-components will span when the noise is added. The singular values
decomposed from SVD will have a non-increasing arrangement, si = (s1, s2, s3, s4, . . . , sk), where k is
the matrix rank. Based on [43], the noise subspace is usually located at higher index. The threshold
point is a boundary between SSc and Snoise which can be identified from the singular values curve. The
empirical threshold index will be used to determine the number of singular values to be retained, as in
Equation (10).

s′k =
{

si if k≤ threshold index
0 elsewhere

(10)

The new set of singular values, s′k, provides a new set of singular value matrix S′ with rank, k.
Matrix S′ is used to compose the new enhanced input matrix. The subspace is filtered by using Singular
Value Elimination (SVE) technique that has been proven effective in the area of signal enhancement [43].
In Equation (11), matrices S, U, and VT contain the first subspace of the scattered fields while the rest
will be the noise subspace.

D = U · S·VT =
[

USc Unoise

]
·
[

SSc 0
0 Snoise

]
·
[

VT
Sc

VT
noise

]
(11)

By eliminating noise subspace in singular value matrix based on Equation (10), the enhanced
scattered data matrix using SVE, DSVE can be expressed as,

DSVE =
[

USc Unoise

]
·
[

SSc 0
0 0

]
·
[

VT
Sc

VT
noise

]
= U·S′·VT (12)

As discussed in [43], elimination process of some singular values still contains residual noise in the
signal subspace. Thus, distortion of the reconstructed image, caused by the residual noise, needs to be
minimized. Savitzky-Golay Filter is used to handle the filtering process.

2.2.3. Savitzky-Golay Filter

Noise reduction is necessary to eliminate residual noise that exists in both left, U and right, V singular
vector matrices. This method has been discussed in [46, 47] and applied in [48, 49]. Savitzky-Golay
(SG) filter has been chosen due to its capability to work in time-series and preserve the features. This
filtering method is an improved version of moving average (MA) technique, by updating the data based
on polynomial fitting. The range of data to be updated is known as window denoted as w. The degree
or order of polynomial used in the fitting is denoted as n. Thus, SG filter is applied at Ui and Vi,
column by column as

SG {Ui} = U′
i (13)

SG {Vi} = V′
i (14)

where i is the number of columns.
U′

i and V′
i are the filtered data matrices for left and right singular vectors. The next step is to

rebuild the enhanced scattered data matrix as,

DSVE,SG= U′ · S′·V′T (15)
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3. NUMERICAL ANALYSIS

3.1. Wall Direct Subtraction

The reconstruction of hidden object can be performed utilizing FBTS with WDS method. Numerical
work includes the effect of different wall characteristics such as thickness, type of wall, and electrical
properties.

3.1.1. Homogeneous Wall

The known wall parameter is considered homogeneous with uniform thickness. The numerical results
presented in Figure 3 show relative permittivity profiles of hidden object behind the two types of wall,
homogeneous and heterogeneous wall.

(a)  (b) 

(c) (d) 

Figure 3. Reconstructed image with Setup 1. (a) Actual hidden object behind wall. (b) Poorly
reconstructed image without WDS. (c) Reconstructed image behind homogenous wall with WDS. (d)
Reconstructed image behind heterogeneous wall with WDS.

The performance of WDS algorithm has been numerically tested with the homogeneous wall setup.
The relative permittivity and conductivity of the brick wall are set to εr = 4.8 and σ = 0.001 S/m as
described in [22]. The wall thickness of 10 cm is offset exactly 50 cm from the center of object and a
circular object with radius, r = 5 cm located at the center of investigation domain (see Figure 1). An
array antenna consists of 16 antennas arranged in circle and equidistance positioned on the outer wall
surface as described in Section 2.
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Figure 3(b) shows the result of a poorly reconstructed image when no WDS is applied, while
Figure 3(c) and Figure 3(d) show an improved image reconstruction of a hidden object when FBTS is
incorporated with WDS. Reconstructed image profile behind heterogeneous wall is found more uneven
than that behind homogenous wall. Mean Square Error (MSE) values for the results in Figure 3(b),
Figure 3(c), and Figure 3(d) are 1.6007, 0.0066, and 0.0150, respectively. The numerical simulation,
as in Figure 3, is considered free from noise. Similar numerical tests have been applied with Gaussian
Noise and discussed in Subsection 3.2.

Figure 4 shows the cross-sectional views of reconstruction of hidden object behind homogenous and
heterogeneous walls. Results prove that if the wall parameter used in WDS is accurately selected, the
reconstruction will be in its maximum performance with minimum distortion. Subsection 3.1.2 presents
two types of walls with the object immersed in a medium.

(a) (b) 

Figure 4. Cross-sectional view at x = 90 of reconstructed image using WDS. (a) Reconstructed image
behind homogenous wall. (b) Reconstructed image behind heterogeneous wall.

3.1.2. Wall with Hidden Object Immersed in a Medium

For further investigation, the object is immersed in a medium (εr �= 1) as illustrated in Figure 2. The
transmitted wave propagating via layered and different media increases the degradation of signals at
receiver. Two respective simulations have been carried out with different walls. An object is immersed
in a medium with relative permittivity εr of 10 and conductivity σ of 0.001 S/m. For Setup 2, the
simulation involves the heterogeneous wall as listed in Table 1.

Figure 5 shows reconstructed images with Setup 2 for both Wall Type 1 and Type 2. Figure 6
shows the cross-sectional views of reconstructed image of object for Wall Type 1 and Wall Type 2.

Table 1. Heterogeneous wall type.

Wall Type Description

1. Two-Layer

Outer layer:

Thickness, d1 of 6 cm

Permittivity, εr1 of 5

Inner layer:

Thickness, d2 of 2 cm

Permittivity, εr2 of 5.5

2. Single Layer
Thickness, d of 8 cm

Permittivity, εr = 5 ± 0.05
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(c) (d) 

(a) (b) 

Figure 5. Reconstructed image with Setup 2. (a) Actual object behind Wall Type 1. (b) Reconstructed
image behind Wall Type 1. (c) Actual object behind Wall Type 2. (d) Reconstructed image behind
Wall Type 2.

(a) (b) 

Figure 6. Cross-sectional view of at x = 90 of Setup 2 with (a) Wall Type 1 and (b) Wall Type 2.

Although the reconstruction of an object is barely viable, the electrical properties of the reconstructed
image are acceptable.

In practice, Wall Type 2 represents brick or concrete walls. Other common conditions of Wall Type
2 can be found in old buildings with porous and damp walls. From Figure 6(b), the cross-sectional view
of the reconstruction profile behind Wall Type 2 is approximately identical to the actual object compared
with the result from Wall Type 1. Distortion on object reconstruction is due to large inhomogeneity
of Wall Type 1. Residual wall clutter that is not subtracted completely contributes to unevenness on
reconstructed image.
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3.2. Noise Reduction

The performance of SVE with SG (SVE-SG) technique in reducing noise of image reconstruction can
be expressed quantitatively using MSE.

MSE =
1
Q

Q∑
i=1

{Gi − Hi}2 (16)

where Q is the total number of cells or data in the ROI region. The details of actual and reconstructed
image at the ith cell are denoted as Hi and Gi, respectively.

SVE-SG method is a combination of two processes in eliminating noise, namely SVE and SG. By
eliminating the higher singular values using SVE and retain the rest as described in Equation (10),
reduction of noise subspace can be achieved. The threshold index with the approximate value of less
than 10 is chosen in order to eliminate the higher index in this research work. This procedure is set
based on observation as described in [43]. To further reduce the noise, Left and Right Singular Vectors
are filtered by using SG with suitable w and n values.

A few noise levels are applied to demonstrate the performance of noise reduction using SVE-SG. As
an example, Figure 7 shows the reconstructed image of an object when −3 dB Gaussian noise is added
before and after the SVE-SG method is applied. To validate the performance of the noise reduction
method with SVE-SG, MSE is used as in Equation (16). It shows that SVE-SG effectively reduces the
noise with SNR of −3 dB, 3 dB, 6 dB, and 10 dB by 24.90%, 19.43%, 3.25%, and 42.23%, respectively.
Figure 8 shows the MSE curve for noise with SNR of −3 dB without SVE-SG, with SVE and with
SVE-SG.

(a) (b) 

Figure 7. Reconstruction of object by FBTS-WDS in noise with SNR = −3 dB. (a) Without SVE-SG
(MSE = 0.1992). (b) With SVE-SG (MSE = 0.1496).

As shown in Figure 8, MSE curve for SVE-SG is lower than the MSE curve without SVE-SG. This
concludes that the SVE-SG successfully eliminates the noise. For these results, SVE-SG depends on
the threshold index, w and n of the polynomial.

3.3. MSE Analysis

The reconstructed image of an object with noise as shown in Figure 7(a) gives large magnitude of
errors in reconstructed image. Not only noise, errors due to distortion in reconstructed image are also
related with wall parameter. Therefore, numerical simulations have been carried out with different sets
of homogeneous wall parameters which include wall thickness and permittivity.



256 Mahsen, Ping, and Sahrani

Figure 8. MSE value at each iteration in noise with SNR of −3 dB.

3.3.1. Wall Thickness

The signals propagating through walls will be distorted and degraded further depending on wall
thickness. The increment of signal attenuation is proportional to wall thickness of the same material.
In Setup 1 as noise is added, the performances of SVE and SVE-SG are recorded with different wall
thicknesses as shown in Table 2. The MSE values have been calculated for without noise reduction
(Without Method), with SVE and SVE-SG methods, respectively.

Table 2. MSE for different wall thickness.

Wall Thickness(cm) Without Method SVE SVE-SG
2 0.5261 0.2796 0.1909
5 0.4734 0.1324 0.0805
10 0.1992 0.1659 0.1496

Table 3. MSE with different wall permittivity.

Wall Permittivity, εr(wall) Without Method SVE SVE-SG
4 0.3677 0.3170 0.2844
6 0.4314 0.3308 0.1047
8 0.1289 0.0871 0.0631
10 0.1624 0.0633 0.0508

From Table 2, low value of MSE indicates that the noise has been reduced well with SVE-SG
method. As an example, for 2 cm wall thickness, SVE provides 46.85% reduction of noise compared to
that without this method. Further enhancement with SVE-SG method shows 63.71% reduction of noise
and gives better image reconstruction.
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3.3.2. Wall Electrical Properties

Degradation of signals also occurs when permittivity of the wall is changed. Table 3 shows the result
of the investigation on the effect of different wall permittivity values (4 to 10), with respective MSE.
As an example with permittivity εr(wall) of 8, it provides 32.43% reduction of noise with SVE method
only. When SVE-SG is applied, noise reduction improves with noise reduction increased to 51.05%.

4. CONCLUSION

This research has focused on the reconstruction of a hidden object using FBTS for TWI application.
Several investigations have been carried out including object immersed in a different medium and
different wall parameters (thickness and electrical properties). A simple circular wall structure is
assumed in this research work, where the complexity of wall structure (e.g., single-sided, corners or
cinder-block walls) can be avoided and at the same time to focus on the performance of the proposed
method. The future steps of research work will comprise a more challenging wall structure.

The ability of FBTS with WDS in this paper will stand as a platform for any TWI or Non-
Destructive Testing (NDT) application utilizing FBTS, to optimize the accuracy of image reconstruction
profile. A priori known wall parameter used in FBTS with WDS can be further improved using an
enhanced estimation method. This method integrated with FBTS is capable of solving a problem to
mitigate wall clutter of unknown parameters.

SVD based filter successfully reduces noise in the scattered field, with enhanced reconstruction
profile. The SVD filtering method can be used on any time-domain data sets, and it can preserve the
shapes of the signals.
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