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Abstract—Green functions corresponding to various polynomial par-
tial differential operators of second, fourth and higher order are derived
and the results are collected in tabular form for quick reference. The
results and the methods suggested for their derivation are of impor-
tance in solving electromagnetic field problems associated with various
linear (bi-anisotropic) media.
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1. INTRODUCTION

Green functions represent basic solutions to differential equations sub-
ject to some additional (boundary) conditions. Here we consider prob-
lems without finite boundaries. Green functions of this kind can be
interpreted as fields arising from point, line or plane sources (corre-
sponding to three, two and one dimensional Green functions, respec-
tively) in a medium of infinite extent. Knowledge of the Green func-
tion of a certain medium can essentially simplify solving electromag-
netic boundary-value problems in the medium in question. In fact,
instead of solving differential equations with boundary conditions, one
can derive integral equations for unknown boundary sources or obtain
solutions for source problems through simple integrations.

For the moment, knowledge of Green functions of different media
appears quite limited, due to insufficient knowledge of solutions asso-
ciated with corresponding differential operators. It is well known that
problems in general linear (bi-anisotropic) media [1] lead to polyno-
mial partial-differential operators of the fourth order [2]. Their solu-
tions have not, however, been widely discussed in scientific literature.
On the other hand, dyadic Green functions corresponding to different
boundary conditions in simple isotropic media have been thoroughly
treated in the famous monograph by C. T. Tai [3].

The main purpose of the present paper is to derive Green function
solutions to some polynomial operators of the fourth order which have
importance in building solutions for Green dyadics in different media.
Only problems of static or time-harmonic origin leading to equations
of the elliptic type are discussed here. As an introduction, solutions for
some second-order operators are also given. The results are displayed
in tabular form in an Appendix for convenience. Also methods of
solution, grown from the experience of these authors in solving Green
dyadics for various media, are shown in concise form and they may
have application to other similar problems.

2. GREEN FUNCTIONS

Green function G(r) is a solution to a differential equation defined by
the partial differential operator! L(V):

1 The minus sign in front of the delta function is a convenience not obeyed by

all authors. Sometimes it is absorbed in the definition of the operator.
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L(V)G(r) = =i(r). (1)
Symbolically, we can write the solution in the form
G(r) = ——ri(r) @)
r)=———-04(r).
L(V)

To solve time-harmonic electromagnetic fields in linear bi-anisotropic
media the basic problem is to find the dyadic Green function depending
on the dyadic parameters of the medium. The basic problem involves a
dyadic operator of the second order operating on the dyadic unknown
which consists of nine scalar functions to be solved. This can always
be reduced to the problem of a single scalar Green function involving a
scalar fourth-order operator, the Helmholtz determinant operator. For
the electric field this operator can be written as [2]

L(V)=det Ho(V)=det [— (v xT—jkOEr) STRR (v ><T+jkofr> +k3%r} :

_ _ (3)
&, Hy, &, and (, denoting the relative dyadic parameters of the
medium. In the general case, when expanded, the Helmholtz deter-
minant operator has nonvanishing differential operators of all orders
from 0 to 4. For some special media the expression can be simpli-
fied. For example, for the class of so-called decomposable media, the
fourth-order operator can be factorized, written as the product of two
second-order operators [8].

In addition to the differential equation, suitable radiation conditions
are needed at infinity for the uniqueness of the solution. Normally it
is required that power is transported by the electromagnetic fields to-
wards infinity, away from the source, and not the other direction. What
this means for a solution to the fourth-order operator, which is a kind
of potential function, is not so obvious. When the solutions are applied
to making Green dyadics representing electromagnetic fields, the solu-
tions of the fourth-order operator equations should match the radiation
conditions of the Green dyadics. This problem is not addressed here.
The intention is just to find analytic Green-function solutions G(r)
corresponding to operators L(V). For more information on radiation
conditions in bi-anisotropic media, see [9, 10].

A few words on the notation applied in the analysis: operations
with dyadics are defined in [2]. Arbitrary vectors are denoted by a, b
and unit vectors by u, v. Three and two-dimensional radial position
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vectors are respectively denoted by r and p = u,z + uyy and their
lengths by r and p. The two-dimensional differential operator is
denoted by V;. S denotes an arbitrary symmetric dyadic and _§t a
two-dimensional symmetric dyadic. The operator A:VV=V-A-V
can always be replaced by S :VV where S is the symmetric part of
the dyadic A. Affine transformation through a symmetric dyadic is
understood so that the identity Vr = I is invariant. Thus, if V is
transformed to S -V , we must transform r to §—1 -r and similarly in

two dimensions. Uniaxial dyadics are denoted by @ and (3 with their
axes along the unit vector u, . For example, we have

E = Oét?t + a,u,u,. (4)

3. EVALUATION OF SOME GREEN FUNCTIONS

Green function expressions corresponding to some typical operators are
derived here in concise form to demonstrate methods used for obtaining
the solutions. The results are summarized in the Appendix as a table
in the form L(V) = G(r).

3.1 Second-Order Operators

The basic Green functions in three, two and one dimensions are well
known:

efjkr
(V2 +K) Gkix) = =0(x),  Glhir) = ——, (5)
(V241 Gulhip) = ~6(p). Gilkix) = - H ko), (0)
(02 £ 12) Galks2) = —8(2),  Galk;z) = jS_keszl. (7)

L(V)=58:VV + k2

The basic Green function problem and solution (5) can be transformed
=1/2
affinely through a symmetric dyadic S / [2] as

——1/2 —1/2

r— ‘T, V-85 -V, (8)
:_1 pr—

r=+vr-r—D;,=V\S :rr, VZ-5:VV (9)
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to the form

— =—1/2 =——1/2 =
(s : VV+k2) G (k; 5 Y -r> = (5 / -r> =—\/det S d(r). (10)
Thus, the solution of
(? VY + k:2> Gylk;r) = —4(r) (11)

can be expressed as

1 =—1/2 —JjkDs
Gs(k;r) = G <k;S / -r> ¢ (12)

\/det§ _47rvdet§Ds.

Here we have assumed that the symmetric dyadic S is complete, i.e.,

that it has the inverse S 1. In the converse case this leads to a two-
dimensional problem considered next.

One has yet to define the branch of the distance function D so
that the result satisfies radiation conditions in the infinity, which def-
inition obviously depends on the dyadic S. For example, if S is real
or Hermitian and positive definite, we have S :rr > 0 for r # 0, and
the positive square root must be chosen to ensure outward propagation
of the wave.

L(Vt) = §t : ViV + k2

To study the affine transformation of the two-dimensional Green func-

tion problem (6) we introduce a two-dimensional symmetric dyadic S;
as a part of the three-dimensional dyadic

§:§t+5uzu27 u,- Sy =.5t-u, =0. (13)

From the inverse [2]

Ul

—1 1 u.u X
= Zuu; + - ><:
) spm.S;

t

nn

= 1: = =
s SpmSt = §St é St 1 (14)

we can identify its two-dimensional part and call it the two-dimensional
inverse of S;: _
=1 u.u; ;<< gt

Sy = (15)

spm?t
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Thus, we can define the two-dimensional affine transformation as

~1/2 —1 S, (0, x p)(u, x
o 0= BBV, i pp = | 2 X 0)u: X P)

spm?t

|

p—
(16)

=1/2 2 =
Vt—>St . Vt, Vt —>St . VtVt, (17)

and transform the problem to

— ——1/2 ——1/2 =
(St : Vtvt+k2> Gt (]C, St / . p) = -9 <St / p> = —\ spmSt5(p).

The solution to
(E VA v k2) Gatlk: p) = —8(p) (19)

can thus be written as

1 :—1/2 1 ——1
Gst<k;p>——:Gt<k;St -p>—7: é”(k\/st :pp)
\/ spm.S 471/ spmS;

_ 1 7 k:\/gt ((uy X p)(uy X p)

474/ spm?t ’ \/ spm?t

Here we assume that spmS; # 0. In the converse case the problem
becomes basically one dimensional.

The previous two-dimensional problem (19) can also be written in
three-dimensional form by adding the delta function 6(z) :

(20)

(E L VV 4 k2> (Gt (k:1)5(2)] = —3(r), (21)

whence the corresponding solution is Gy (k; p)d(z), where Gg(k;p)
equals (20).

L(V) =ab:VV + k?

This problem is related to the two-dimensional one because we can as-
sume without restricting generality that a and b are vectors orthog-
onal to u,. The case of parallel vectors (a x b = 0) leads basically
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to the operator of the one-dimensional type 02 + k? and is excluded.
The Green function satisfies

L(V)G(r) = (?t VAV k2> G(r) = —4(r), (22)

where ?t is the symmetric part of the dyad ab,

5, = %(ab + ba). (23)
Assuming

spmS; = —i(a xb)-(axb)#0, (24)
we can apply (20) to give the solution
G(r) = Gsi(k; p)0(2)

! @ (o, V(W -ax p)(u.-bx p)
~2jy/~(axb) Taxb) <2k V—(axb)-(axb) )5("’)'(25>

The question about the branches of the square roots has been discussed
in [6].

L(V)=S8:VV+2a-V+k?

Assuming S complete and symmetric, this operator can be expressed
as

L(V)=8:VV+2a-V+k

|
Wl

=-1 =1 ——1
: <V+S -a) <V—|—S -a>+/~c2, ko=VEk?—S :aa.(26)
Because for any function f(r) we can write
=-1 =-1 =1
<V+S ~a> f(r)= exp(—a- S -r> \Y [exp <a-S -r) f(r)] , (27)

the equation for the Green function can be written as

(5:vv+2) [exp <a : §_1m> G(r)} = —exp(a : 5_1‘1) 0(r) ==0(r),
(28)
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This has the solution

k ——1 e_jkaDs
G(r) = exp <—a-S -r> Gs(kq,r) = exp <a-S ~r> D, (29)

The special case a =0 gives the earlier result (12).

3.2 Fourth-Order Operators

The fourth-order operators considered here are all products of
second-order operators which means that the most general cases are
not covered. Some of the factorized fourth-order operator problems
can be solved in terms of solutions to the second-order problems. As
a simple example of such a problem we consider the following:

Vi (92 + k) G(r) = (). (30)
This can be solved by splitting it in two factors as
-1 -1 -1

1
Vi@ ) ) = TP gt )= e
(31)

G(r) =

L(V) = (D(V)+k}) (D(V) + k3)

Here D(V) is a second-order operator. The Green function for the
factorized operator L(V) can be solved in terms of the Green functions
of the factor operators. This can be done by making the partial fraction
expansion

-1
N TR I EE R
- ! 1 ) 1 s5a)
K2 -2 D(V) + k2 K2 — k2 D(V) + k2
= R Oohin) + e Cnlkir). (32

The Green function Gp(k;r) is the solution to

(D (V) + k) Gplk;r) = —d(r). (33)
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This method can be applied to various operators. For example, when
D(V) = 02, we have from (7)

efjk‘zl

Gp(kix) = 5 =0(). (34)

1 e_jkl‘zl 1 e_jk2‘3|
G pu—
(x) (k%—k% 5k KK 25k

) é(p).  (35)

The latter can be rewritten by introducing new parameters k, K as
ko =k+ K, ki=k—-K, (36)
whence we have

e~ IkI7| sin(K|z|)
= K k| SR 12D
G(r) Lk cos(K|z]) + jk|z| K2

op). (37

L(V) = (D(V) + k2)?

The Green function corresponding to an operator of the square type
is obtained as the limit kj—ko—k from the previous case. Denoting
ki=%k and ko =k + A, we have

1 . Gp(ka;r) — Gp(ki;r)
T RS L
. Gk+AT)-Glsr) 10 .

Applying this to the basic operators in one, two and three dimensions
gives us

- e k2|
ma(r) = (14 k1D L8l (39)
ﬁ () = g 17 ()0 2), (40)
-1 _ je—jkr (41)

P = T
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These expressions can be checked by operating once by D(V) + k2.
For example,

—1 -1

W(S(r) - m(S(r) = Gp(k;r) (42)

(D(V) + k?)

gives the Green dyadic corresponding to the operator in the previ-
ous section. For example, operating (39) by 92 + k? is seen to give
(e 7*=1/25k)6 (p).

L(V) =V} (V?+k?)

The Green function corresponding to this operator can be expressed

as )
-1 1 e Jkr

v ) T 9

This can be solved through the following trick [4]. Writing the spheri-
cally symmetric Green function in the form

e—jkr 1 je—jkr
=9 44
dtr p p( A7k )’ (44)

the axially symmetric Green function G(p, z) satisfies

G(p, 2) (43)

9 B 1 _ l jefjkr
ViG(p,z) = pap [00,G (p, 2)] = pap drk | (45)

The expressions in square brackets must be the same except for an
arbitrary function of z denoted by f(z):

jefjkr
%pGilp,z) = dmkp

1
+ ;f(Z)- (46)

The Green function G(p,z) can be obtained through integration [7]
as

dp’ + f(z)Invyp

¥ je ik
P

jeikr T eikt - » | i
- /(t+r—z+t+r+z> + f(z)In(ap). (47)
0
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Here, ~ is an arbitrary scalar making vyp a dimensionless number.
The integrals can be expanded as

o0

e_jyd = E\(jz)e’® 48
= x)el?,
/y xy 1(jz) (48)
0

where Ej(x) is the exponential integral [5]
ooe_t e
Ei(z) = Tdt, O B (z) = ——. (49)

The Green function has thus the form

Glp. )= g [Fa(i(r = 2)e 7+ Br(Gh(r + )™ +(2) In(ap)]
(50)

where a numerical factor has been absorbed in the arbitrary function
f(2). Let us postpone its choice to the next example. The final form
is given in (55).

As a simple check of (50), let us differentiate it by 0, and apply
(49) together with the property 9, = (p/r)0, when operating on a
function of r. Doing this, we arrive at

p efjk‘(rfz) ik eijk(’r‘i’z) i jefjk’r
0.G R B L T | I 3
pG(p:2) 87 ( r—z © * r+z C Amkp ' (51)

which coincides with (46), the starting point. Here one should note
that 0,G(p,z) is sufficient when forming the Green dyadic and the
Green function G(p, z) itself is not needed [4].

L(V) = (92 + k) (VZ + k%)

This operator can be reduced to the previous one through a partial
fraction expansion:

@12 (Vi) B T v e ) T v (v )
(52)

G(Z’p):
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Applying now the results (31) and (50), the Green function can be
expressed as

Glz,p) = 22 (267 In(yp) + Br (jk(r — 2))e

+ Bi(jk(r + 2)e™ — £(z)In(1p)] (53)

At this point we may consider the term containing the arbitrary func-
tion f(z). Since in the present case the operator contains 92 and V2,
it is natural to have a solution in terms of r and z variables only.
The variable p can be eliminated by choosing f(z) = 2e~7%l. Thus
the present Green function is simplified in form to

G(z,p) = g2 |Er(ik(r = 2)e ™ + Er(jh(r +2)e™| . (59)

and that of the previous operator, (50), to the form

G(p.2) = o [Brliklr = 2))e 7

+ B (jk(r + 2))e?* — 2e 772 (kp) | . (55)

Here the arbitrary factor  has been chosen as v = k. (54) can also
be derived using Fourier transform techniques showing that the terms
with In(yp) must vanish. This is shown explicitly for the more general
case below.

L(V) = (92 + K3) (V2 + kf)

The Green function of this operator can be written in the form of a
series expansion. Let us Fourier transform the equation

L(V)G(r) = (02 + k3) (V? + ki) G(r) = —4(r) (56)

with respect to z and denote the corresponding spectral variable by
B. The spectral Green function G(p, ) then satisfies

5
(Vi+ K —5%) Glp,B) = —ﬁ. (57)
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The solution of this equation is given by

~H(()2) ( k2 — ﬁzp)

G(p7 ﬁ) = _i k% — ,62

(58)

Now we can apply the Neumann series expansion [13, p. 130]

—+o00 k‘Q _ k‘2 n
) (V=) =Sk (B o (7). o

After some manipulations this allows us to write G(p, 3) as

%0 n o0 ) —
Glp.p) = i~ 1 {p(%k%)] / 1 H2 (0VE ﬁQ)dp/
P =120 e e

4 &l 2 / () ( /—k3—52>

(60)
In [14, p. 56, Eq. (41)] the following integral can be found

+oo (2) 2 2
CH L (pyEks =B ) "
1 /l +1< 2 )ejﬁzdﬂ: ! < z ) h7(7,2) (kor), (61)

or ) 4 it dmp \ kap

o ( /K= 52 52) p\F2p

with hSE)(er) denoting the spherical Hankel function of order n and
second kind given by

WP (kyr) = E—e=hr 3 < J > (ntml (g

N I(n —m)!
or =\ 2kor m!(n —m)!

This means that the inverse Fourier transformation G(r) of G(p, ()
can be written as

n +oo
G(r) = 1 § 1p (k% - k%) / ’"_/ r’ nh(2)(k; ') dp’, (63)
Al 2k 7 \(yz) R

p

with ' = /(p/)? + 22

Now let us consider the following integral

+Oo( /)TL m

T - —ikor!

= / (P’)2n+1e TEdp (64)
p
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with m =0,1,...,n. We can also write this as

I n—m 0" 70 eIk TdT (65)
= ] — .
oy~ J (12— 22"

If we now expand the rational factor in the integrand in partial fractions
this becomes

an m n+l (_1)7,
_ —gkat _
I=j 8k:” m/ Za [T_Z ke (66)

(n)

where the coefficients «;

fying (66) with (65). It can be checked that ozgn) =0for n >0. A
(n)

general expression for o,

only depend on z and follow from identi-

is not too easy, although not impossible,

to obtain [15]. Some functions az(n) (z) can be written simply as
O —1/2, ol = 1/(42), o) = =1/ (162%), a{? = 1/ (822). (67)

Now we can evaluate (66) using exponential integrals ([16] p.228)

e 0K ) [ eI B [ka(r — 2)]
I =J n—m ai i—1
Oky ™™ — (r—=z)
(r + z)i-1 ’

where F; is the exponential integral of order ¢. With this result the
expression for G(r) finally becomes

iR - B3| | (n+m) o
G(I‘) N 4rko o n' 2]{,‘2 2 Z 2]{}2 m'(n - )' ak‘g_m
)] (=1

qi-:l a(n) {e—ijZEi [ij(r — 2 e]kzZEi [Jk‘z(H-z)]}} . (69)

— (r—z)i—1 B (r 4 z)i—1

Note that when ko = k; only the term with n = 0 survives and the
result of (54) is recovered.
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L(V) = V2 (@: VV +k?)

The dyadic @ in the operator is assumed uniaxial:

o= ait + a,u,u,. (70)

The Green function is obtained through affine transformation and the
previous result. Starting with

z

Vo3tV = JaVi+ oo, r—a V= \/La_tJru —. (11)
we can transform
VI (V24 #2) Glp,2) = () (72)

to

V2 (@ : VV+]<:2)G<\/% : >

~5 (@Y r) = —VaetTow) — aryaz ofx).  (73)

Thus, the solution of

o~

L(V)Ga(r) = Vi (@: VV + k%) Ga(r) = —6(r) (74)

becomes

Go(r) = %G(\%\/Z_) (75)

When we substitute the expression (55), the resulting Green function
is

1 z '
o =—L e (ix(p. - —jkz/\/oz
Gal(r) 8j7rk\/0z_z[ ! <‘7k< \/04_))6

where the distance function D, (r) is defined by

-Va rL2 (77)

Qi Qy
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L(V) = (02 4+ k?) (aVi + 02 + k?)

We can also generalize the Green function of the operator (92 +k?)(V?
+k?) affinely through the uniaxial dyadic @ by assuming «, = 1 and
denoting a; = a. The Green function corresponding to the operator

L(V) = (82 + k) (aV} + 02 + k%) (78)

is obtained from (54) by setting p—p/y/a and multiplying by « :

Glz) = 5 [ B (KD = 2) 7% 4 By Gh(Dn + ) ). (79

The distance function is now

2
Dy =15 422, (80)
(0%

L(V) = (? : vv+k§) <§ : vv+k§)

From the knowledge of the Green function
L sy o VE e s1)
==——or=——"7—x, Us= Lrr,
S:VV + k2 4rDgV det S

and applying the partial fraction expansion method, we can form the
Green function corresponding to the fourth-order operator equation

Gs(k;r)

L(V)G1a(r) = (? VYV + k%) (? VYV A+ kg) Gra(r) = —5(r) (82)

as
Gs(ki;r)  Gg(ka;r)

K=kt R —kG

Glz(r) = (83)
= 2
To find the Green function for the fourth-order operator (S : VV+I<:2)

through the limit kj—ky—k is somewhat tedious. The result can
however be simply obtained through differentiation as

-1 1 -1

Ga(r) = — 50(r) = =57 Oh=————0(r)
(g:vv+k2) 2k 7S VV 4 k2
1 8 efjsz jefjk'Ds (84)
2k ArDsVdet S 8mkVdet S
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3.3 Higher-Order Operators

L(V)= (D(V) + k)"

The method given previously for the squares of operators can be gen-
eralized to any positive powers through differentiation as follows:

—1 —1

Opzr————=6(r) = ———4(r), 85
e o) 00 =~ e 1 (85)
where we denote
Oa = ig (86)
BT ok ok

It must be assumed that the operator D(V) does not depend on the
parameter k.
The differentiation principle can be applied many times:

-1 -1

2 =2—— 01

8’“271% V) 7200 _2(D(V)+k2)35( ) 0
n— 1 — n— 1
ot DV k25(r) (1) (n — 1)!(— D( W‘“”- (88)

This makes it possible to derive expressions for Green functions corre-
sponding to any powers of operators of this kind. Assuming

Galr) = Glkin) = e ad0) (59)
we have
o -1 o (_l)nil n— .
Gal) = ey ™) = G 1G(k;r).  (90)

For example, we have quite straightforwardly

-1 1., ek 1 1 . e Jkr
—(r) = =0 —— = —0O [ =0
(V2 + k2)3 (r) 2K 4y Ak " <2k F 47r7“>

](1—|—]k‘7") —ijkr
=TS ¢ (91)

This satisfies

1 —|—jk‘r)e_jkr B
327k3 -

(V2 + k2)2 J(
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as can be easily checked.

L(V) = (? L VV k2)"

The previous method can now be applied to find higher-order Green
functions defined by the operator

1
Gnlr) = (? L VV + k:?)

7 0(r). (93)

In fact, identifying G1(r) = Gs(r) of (12), we can write

Gnlr)=~ ! : (-%ak) Gumlhir) = 1)1(n —; < 21ka,;20n_2(k; )
- ﬁ (—iak)n_l Gy (r). (94)

It is easy to find the sequence of Green functions as

Gy (r) 1< 18)2G(k = 9 kD) (95)
3\¥)==%|—=70k s\RiY ) = ————F— + s)s
2\ 2k 327k3V det S

je—IkD.

<1+jk:Ds+%(jsz)2> (96)

647k5V det S

More generally, the Green function defined by an operator of the order
2n :
-1
Gia2.n(r) = - o(r) (97)

— )
1(s.vv+kz)

)

can be solved through the partial fraction expansion. For example, the
Green function corresponding to n = 3, is

.
Graslr) = (§ VYV 4 k%) (? VYV A+ kg) (? VY k;§> o)
1
T(B-R) (B-) (5: vV +12) o)
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+ -1 - §(r)
(k2 — k3) (k3 — 13) (5 : V'V + #3)

+ ! - 5(r)
(k= K3) (k3 — K3) (5: VV + 83)
. (; (kl r) + (;s(kg;r)

RCEL GRS RN CEIIC )

s(k37 )

TR -1

The obvious generalization is

n

G12..n(r) = Z nGS (99)
i=1 II
=

3.4 Factorized Fourth-Order Operator

For a certain class of bi-anisotropic media, so-called decomposable
media [8], the fourth-order Helmholtz determinant operator has been
shown to be factorizable as a product of two second-order operators,

L(V) = Li(V)L2(V). (100)

In this case, by expressing

Ly(V) = Li(V)+ A(V), (101)
the corresponding Green function
1
Gr) = ———=——=-94(r 102
A TR 1oz

can be expressed as a formal operator series by applying the previous
Green functions. In fact, assuming that the operator A(V) is ‘small’,
we can formally write the series expansion

_ ! ho L A
¢ = Lmmm sl T Bw 2w
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If we can express the Green function of the inverse power operators, the
resulting Green function is given as as a series of operators operating
on known functions.

For example, consider the operator of the previous example,

Li(V)=28:VV + k% (104)
Thus, the Green function satisfying
(? VY + kz) (? AvAVNE A(V)) G(r)= —6(r)  (105)

is obtained in the form of an expansion involving operators,

Gr)==3 = —— ) == | ((n)jr 1)]!€ G T)-
= (S L VV + k:2) =
(106)

This series has use in finding corrections to Green functions of square
operators when the factorizable operator only slightly deviates from a
square operator. A perturbative series method of this kind was first
discussed by K. K. Mei [11] to find solution for the Green dyadic in an
anisotropic medium. The same idea was used to find a series expression
for the Green dyadic in a class of bi-anisotropic media, [12].

As a simple check of (106) let us take A = k3 — k2, a constant. In
this case, (106) reduces to

[Ade]"
_ AZ ni—l s(k;r)z_% {BAakQ_l} Golkir)

e k:2 [Gy(k;r) — Gy(ka;1)] (107)

which coincides with (83) with k1 = k. Here we have used the shifting
operator as

A0 (k) = A% f (VIZ) = f (VIZ+A) = f (k). (108)

3.5 Factorized Higher-Order Operators

For general higher-order operators that can be factorized in a prod-
uct of second order operators it is possible to express the Green func-
tion as a double integral over finite intervals. Consider the operator of
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the form N
L(vV)=]] L«(v), (109)
=1
with _
Li(V)=158;:VV +2a; -V +Ek2. (110)

Let us perform a spatial Fourier transformation in three dimensions
where k becomes the Fourier variable. In spectral domain the expres-
sion (1) then becomes

L(—jk)G(k) = —1. (111)

To obtain the solution in physical space, the inverse Fourier transfor-
mation is formed as

G(r) = ﬁ / / / G(k)e 7**dk, (112)

where the integration runs over the whole three-dimensional k-space,
Using spherical coordinates (k,#,¢) in the k-space we can write
the inverse transformation as

+00 /2 27

G(r) = @ / dk / do / doG (k)e 7T k2 sin 0. (113)
0

—00 0

Note that the k-integration is running from —oo to +oo and the
f-integration from 0 to m/2, which is somewhat unconventional but
essential to the further evaluation.

Expressing the position vector k in the Fourier space in spherical
coordinates as

k = ku, u = sin 6 cos ¢pu, + sin @ sin pu,, + cos fu,, (114)

we can write G(k) as
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with

S; :uu

2

i i k?

=T (2R ) (116)
S; :uu S; :uu

Now we assume that the branch cuts of the square roots in (116) are
such that kj have a negative imaginary part and that k; have a
positive imaginary part. For real kzi we assume that k:r is positive
and k; is negative. In general this is not always possible however from
physical grounds this will often be the case. This choice implements
some kind of radiation condition.

Using the previous assumptions we can evaluate the k-integration
with the Cauchy residue theorem in closed form for u-r > 0 as

+oo
G(r,0,6) = / G(k)e Ikur2d)

ik ()
_ I ) R—

[1(-5:: uu) = fv[ (kf - k) ﬂ G

i=1 i=1,i#j i=1

Here we have assumed that all the kf are different. When some of
the k:z+ are equal then the Cauchy residue theorem can be used for a
higher-order pole. When u-r < 0 the residues in the poles k;” have
to be considered. The space domain Green function

71'/2 2
1 .
G(r) = g / dH/dgbG(r,@, @) sin b, (118)
0 0

has two remaining integrals over ¢ and 6 that cannot be evaluated in
closed form. Since they run over finite intervals a numerical integration
using for example Gaussian quadrature formulas is straight forward.

APPENDIX. TABLE OF GREEN FUNCTIONS

A number of Green functions G(r) corresponding to a number of op-
erators L(V) and satisfying (1) are presented in the following table in
the form

L(V)= G(r). (119)
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Green functions corresponding to two- and one-dimensional operators
are given in three-dimensional form, i.e., with explicit extra delta func-
tions.

A.1 Second-Order Operators L(V)

= 5 9(p) (120)
2o s 121
1
V= 5 Invp 0(2) (122)
s
1
V24 k? = 4—jH(()2)(k:p)5(z) (123)

= 1 ——1

St:VV= ——F+——1In <’y\/ Sy pp) i(2) (124)
= 1 ——1

S;:VV + k= 7Hé2) <l<:\/ Sy pp) (125)

—jkr

Vit k= (126)
4mr
5:vV ! D= V5 (127)
: = —F—, s = irr
47V det SDy
— e_jsz
S:VV+k = Gs(kir) = ———=— (128)
4wV det S Dy

p— :_1
S:VV+2a-V +k? = exp (—a-S -r) Gs< k2—S :aa;r) (129)

= 1 ——1
ab:VV+k?=5,: VV+k? = —— H? (k\/St :pp) 5(z) (130)

47/ spm?t

?t:%(ab—i—ba), spmS; — —(a x b) - (a x b) /4

A.2 Fourth-Order Operators L(V)

2,712\ (92 1 1.2 e Il sin (K|z|)

cos (K<) 1
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ko + k1 ko — k1

p=-—2t" g2
2 2
1
@2+ k) = o (L k=) ) eIkl 5(p) (132)
2 v 133
(02 +K7) Vi = g e (133)
e_JkQIZ‘

HO) (k1 p) (134)

(Vi +k7) (02 +K3) = S

HE (kip)  HE” (kap)

VZ4+ED) (V24K = — : (135)
(Vi) (Vi k) = g =) * 5 (7 - 1)
2
(Vi+k) = & LH (kp)5(2) (136)
1
Vi = gfﬂ(m kp +1)d(2) (137)
4 T
o 1
Vi (138)
—jkir _ —jkor eIk gin K
9 9 9 9 € je S X7
k k = 139
(Viak) (Vtk) = ey e 1 Y
1— e—jkr
2 2 2
VA(V2P+ k%) = T (140)
) ) e*]k’T‘
(V2 + k%)% = j (141)

8k:

02+ (V2 +kK?) = 8 o {El(]k(r z))e” ]kZ+E1(]k(r+z))eJkZ} (142)
Vi (VZP+E) = [ (k(r — 2)) e 7% 4+ By (jk(r + 2)) e7**
—2¢ IHIzl ln(kp)} (143)

_ 1 z ;
2 (= . 2 . - —jkz/ /o
Vi (a :VV +k ) = 78]’71’/-6\/04_,3 [El (]k (Da \/@>> e

A .
By ik ( D, jkz/\/az
e (k2o 7))

_ 9 dklz/vazl |y (kp//ow) ]7 D, = & Lorr (144)
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@: V9 +#?) (B: VYV + ) = = | [B1 (k(Da = 2))

8jm(Br — au)
—FE; (jk(Dg — 2))] e 7% + [Ey (jk(Dq + 2))

—FE1 (jk(Dg + 2))] ejkz} , (witha,=0,=1) (145)
5. 2 = . 2 Gs(kl;r) Gs(k?;r)
(s.vv+k1) (S.VV+I<:2):> R (146)
= 2 D, je IkDs
S:vv k) = LG k) = LS (147)
( ) 2k 8rkV det S
A.3 Higher-Order Operators L(V)
3. 2\ (3. 2\ (3. 2 Gs(ky;r)
(s.vv+k1)(s.vv+k2)(s.vv+k3);» CEOICET (148)
Gs(k2;r) Gs(ks;r)
+ + (149)
(ki — k3) (k3 — K3) (k% — k3) (k3 — k3)
— 3 ) ) _jkDS
(S:VV+k2> _, JA+ kD) e ” (150)
32wk3V det S
_ 1+ J(1+jkD, +} (jkD,)*) e+
(S:vv+#?) = = (151)
64mk5V det S
H(?:vvjtkf);»ZnGS(A (152)
i=1 i=1 | (k‘? _ 7%2)
G
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