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Abstract—A reconstruction algorithm for two- and three-dimensional
microwave imaging is proposed. The present effort is focused on the
reconstruction of conductivity (σ) and permittivity (εr) distributions
aiming at a technique serving medical imaging, while permeability
imaging can be easily incorporated to serve geophysical geophysical
prospecting as well. This work constitutes the most recent one within
the effort of extending our Modified Perturbation Method (MPM)
from static to high and now microwave frequencies. MPM is an
approximate method based on an exact Sensitivity or Jacobian matrix
for an iterative update of an initial (σ, εr) guess until convergence.
This method is proved almost immune of the problem inherent ill-
posedness, but its robustness is actually gained by paying a penalty
of compromised accuracy in the final achieved image. However, this
image can be fine tuned by formulating and solving an exact inverse
problem. Regarding the involved Jacobian matrix, this is evaluated
through closed form expressions obtained through an Adjoint Network
Theorem in conjuction with the electromagnetics reciprocity theorem.
The field distributions required for its evaluation are readily available
from the always required forward problem solutions on the assumed
(σ, εr) distributions. Herein, the finite element method along with
absorbing boundary conditions are employed for the forward problem
electromagnetic simulation.
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1. INTRODUCTION

Microwave tomography is a non-ionizing imaging modality aiming
at the reconstruction of a body relative electric permittivity (εr)
and conductivity (σ) internal distributions and possibly its relative
magnetic permeability (µr). Geophysical prospecting and medical
imaging are among the most attractive applications. The former is
justified by the different (εr, σ, µr) properties of various materials or
minerals, [1]. Likewise, biological materials are non-magnetic but they
present an inherently high dielectric permittivity and conductivity
contrast, [2], enabling their tomographic reconstruction. According to
Gabriel, [3], tissue properties are in general ranging from (σ ≈ 0.2 S/m,
εr ≈ 5) for bone and fat up to (σ ≈ 2.5 S/m, εr ≈ 70) for tissues
with high water content, over the low microwave band. Besides that,
the most attractive feature is the tomographicaly exploitable σ- and
εr-contrast between physiological and malignant tissues as breast [28],
ischemic versus normal heart muscle or leukemic marrow versus normal
bone, e.g., Fang et al. [4] and the original references therein. Moreover,
tissue properties variation with temperature allow their monitoring
during hyperthermia treatment, e.g., [5], and the original works cited
therein. Besides the efforts in the microwave imaging field, there are a
lot of attempts to establish optical imaging modalities, e.g., [22, 26].

Despite the attractive features of microwave tomography and the
impressive research effort atracted by it, e.g., [4–9] and [20–30], its
evolution has been very slow due to the involved difficulties. The εr and
σ inhomogeneities causes high scattering which yields a final system
matrix dependence on (σ, εr), hence it results to a highly nonlinear
inverse problem, e.g., [29]. Additionally, the practical restriction in
spatial sampling due to limitations in the number of transmitting
— receiving antennas along with the non-optimized data collection
strategies causes a compromise in the uniqueness of the solution and
data independence, e.g., [4, 25]. This can be understood as a highly
non-uniform sensitivity distribution (high values close to antennas and
very low away from them) which translates to poor system matrix
conditioning or equivalently a usually highly ill-conditioned inverse
problem. Hence, it is critical to device some optimized data collection
strategy and to exploit the available measurements as judiciously as
possible in order to reduce the problem ill-conditioning to a manageable
level.

Moreover, according to Meaney et al. [10], a lot of attempts
to solve the rigorous inverse problem formulated based on Gauss
or Gauss-Newton methods required the use of varying degrees of
apriori information in order to ensure convergence of the reconstruction
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method. Even though, these methods adopted the Levenberg-
Marquardt strategy or Tichonov regularization to handle this non-
linear inverse problem ill-posedeness, e.g., [31] and [20, 21]. Our
present effort tries exactly to contribute toward the direction of
providing a very good approximate solution through a robust iterative
perturbation technique, almost immune to ill-posedeness. Specifically,
the Modified Perturbation Method (MPM) we have initially proposed
for static imaging, [11] and extended toward high [12] and microwave
[13, 14] frequencies will be fully deployed herein toward both two- and
three-dimensional microwave imaging. For the required sensitivities,
the exact Jacobian matrix evaluated in closed form based on the
Electromagnetics Reciprocity Theorem and Adjoint-Field approach.
Since this iterative MPM technique is proved almost immune to the
problem of ill-posedenes, by paying the penalty of a compromised
accuracy, the resulting (σ, εr) after a few iterations (up to 10–15
iterations) can serve as the required very good starting solution for
an exactly formulated inverse problem. This constitutes one of our
next tasks. Namely, to use the already obtained Jacobian matrix
to setup the Hessian matrix and formulate an exact Gauss-Newton
approach, e.g. [31]. This will be solved iteratively exploiting the (σ, εr)
distributions obtained through MPM as initial guesses. Actually, this
method will fine-tune the MPM solutions starting from one near the
global minimum, avoiding the non-uniqueness or local minima traps.
Moreover, an attempt to device a data collection strategy reducing
the ill-posedeness (or maximizing the available information) will be
tried herein based on a singular value decomposition of the Jacobian
matrix. Particular attention will be given to the establishment of a
three-dimensional data collection and the associated reconstruction
algorithm, since this improves the uniqueness of the solution as also
referred in [4, 23, 24, 27–29].

The involved forward problem is solved employing a Finite
Element Method, where the unbounded solution is truncated using
Absorbing Boundary Conditions (ABC). A dual mesh approach is
adopted, e.g., [4], where a fine forward mesh is used for the solution of
the forward problem (Maxwell equations), while (σ, εr) distributions
are discretized and updated on a coarse reconstruction mesh. The
spatial resolution of the latter is defined by the number of available
linearly independent measurements, which in turn depends on the
number of receiving-transmitting antennas.
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2. FORWARD PROBLEM FORMULATION AND
SOLUTION

The geometrical configuration for the two dimensional scattering
problem is shown in Fig. 1(a) and for the three dimensional problem
in Fig. 1(b). The body to be imaged is assumed of rectangular shape
embedded in a lossy homogeneous surrounding medium. An array of
elementary dipoles arranged in multiple rings located on a cylindrical
surface enclosing the object (Fig. 1(b)), is used to illuminate the body
as well as to measure the scattered field. For the two dimensional case
(Fig. 1(a)) a circular array of infinite line sources parallel to z-axis is
used, so this type of source yields only an Ez component for the electric
field. Absorbing boundary conditions are used for the truncation of the
unbounded in principle solution domain.

Aiming at the illumination of the structure from different
directions sampling the full azimuth and as wide as possible elevation
domain, each one of the evenly spaced dipole antennas is successively
activated. Since, elementary dipoles are considered their current
density is approximated as uniform ~Js = J0~r. In our previous
work, [14] the convenient special case of z-oriented dipoles is studied.
However, working toward the generalization of the analysis arbitrary
oriented dipoles are assumed herein. Hence, starting from Maxwell
equations for time harmonic fields:

~∇× ~E = −jωµ ~H (1a)
~∇× ~H = jωεc

~E + ~Js (1b)

(a) (b)

Figure 1. Geometrical configuration of the scattering problem: (a)
two-dimensional (2D) and (b) three-dimensional (3D) structure.
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where

εc = ε0εr(1− j tan δ) = ε
(
1− j

σ

ωε

)
=

1
jω

(σ + jωε) (2)

The vector Helmholtz equation for the electric field is derived:

~∇× µ−1
r

~∇× ~E − k2
0 (εr − jσ/ωε0) ~E = −jωµ0

~Js (3)

where k0 = ω/c the free space wavenumber.
For the two dimensional structure illuminated by a ẑ-oriented

infinite line source, the forward scattering problem is governed by the
scalar Helmholtz differential Equation (4):

∇2Ez(~r) + k2
0

(
εr − j

σ

ωε0

)
Ez(~r) = jωµ0Jz(~r) (4)

Following the classical variational formulation procedure the
boundary value problems (3), (4) are reduced to the minimization of
the following functionals [15]:

3D: F ( ~E) =
1
2

∫∫∫

V

[
1
µr

~∇× ~E · ~∇× ~E − k2
0εc

~E · ~E
]
dV

+
∫∫
©
S

[
jk0

2
(r̂× ~E) · (r̂× ~E)

]
dS +

∫∫∫

V

jωµ0Ĵz · ~EdV (5)

2D: F (Ez) =
1
2

∫∫

S

[(
ϑEz

ϑx

)2

+
(

ϑEz

ϑy

)2

+ k2
0εcE

2
z

]
dS

+
1
2

∮

Γs

(
jk0 +

1
2r

)
E2

z −
∫∫

S

jωµ0JzEzdS (6)

The surface integral in Eq. (5) is defined over the fictitious cylinder
truncating the solution domain. Likewise the line integral in Eq. (6) is
defined along a fictitious circle (Γs) terminating the 2-D mesh. Both of
these integrals express the absorbing boundary conditions contribution.

A Dual-mesh scheme is employed. The forward field is typically
evaluated in a physically larger domain containing not only the target
but all of the transmitters, receivers and surrounding structures.
For a justification of the necessity of a dual mesh consider the
following. Using identical mesh structure for both field and parameter
representation will either compromise the forward solver accuracy or
will increase the total number of the reconstructed parameters. For
most forward modeling methods a minimum mesh density per a given
wavelength is typically required (usually smaller than λ/12) to assure
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accuracy of the forward solution. On the other hand, the total element
number for the parameter mesh (σ, εr) is related to the amount of data
available, or the total number of linearly independent measurements.
For most microwave imaging cases, the required density of the forward
mesh is much higher than that of the parameter mesh.

For the Dual-mesh scheme, the field values are defined on the
forward (finer) tetrahedral (triangular for 2D) mesh while the material
properties σ and εr are defined on the reconstruction (coarser) cubic
(rectangular for 2D) mesh. For convenience the two meshes are made
conformal. Namely, each cubic element is comprised by a number of
tetrahedrals. Hence, each node and edge of the coarse mesh belongs to
the finer mesh as well. In this manner field values on the reconstruction
mesh are interpolated from the forward mesh and properties values on
the forward mesh are interpolated from the reconstruction mesh. For
this to be achieved a mapping between the two different meshes needs
to be established. Using this scheme a more realistic model and and an
accurate forward solution is obtained,while the number of unknowns in
the inverse problem is kept lower than the number of available linearly
independent measurements.

Since, for the reconstruction mesh the body under consideration
is split into cubic (or rectangular) elements with constant σ and εr, so
a piecewise homogeneous model is constructed as:

εc(x, y) =
E∑

k=1

εckψk, ψk =
{

1 within k-th element
0 elsewhere (7)

Using first order tetrahedral vector-edge elements the electric field
~E within each tetrahedral is expanded in terms of the FEM basis
functions as, [15]:

3D: ~Ee =
6∑

i=1

~N e
i Ee

i (8)

Ee
i denotes the tangential field values along the i-th edge and ~N e

i
is the vector interpolation or basis function given by:

~N e
i = Wi1i2`

e
i =

(
Le

i1
~∇Li2

e − Le
i2

~∇Li1
e
)

`e
i (9)

The edge numbers and the associated nodes i1 and i2 are defined
in Table 1 and in Fig. 2(a). For a detailed definition of the quantities
involved in (9) one may consult [15, 16].

Likewise for the two-dimensional case first order linear triangular
elements are used and the field is expanded in terms of the FEM basis
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Table 1. Edge definition for a tetrahedral element.

Edge i Node i1 Node i2

1 1 2

2 1 3

3 1 4

4 2 3

5 4 2

6 3 4

(a) (b)

Figure 2. Finite elements employed for the discretization, (a)
tetrahedral edge element for 3-D and (b) triangular node element for
2-D.

functions as, [15]:

2D: Ee
z =

3∑

i=1

N e
i Ezi

e (10)

where Ezi
e denotes the Ez field values on the i-th node and N e

i is the
scalar interpolation or basis function given by:

N e
i =

1
2∆e

(ae
i + be

ix + ce
iy), i = 1, 2, 3 (11)

∆e = area of the e-th element
ae

1 = xe
2y

e
3 − ye

2x
e
3, be

1 = ye
2 − ye

3, ce
1 = xe

3 − xe
2

ae
2, ae

3, be
2, be

3, ce
2, ce

3 can be found by cyclic interchange.
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A full forward data set requires each antenna to be activated in
turn and the scattered electric field to be measured at the location of
each receiving antenna. This procedure requires the solution of the
scattering problem as many times as the number of the antennas. The
ordinary FEM approach is thus employed to yield a linear system of
equations as:

[K(εc)] [E] = [B(Jz)] (12)

[K(εc)] is assembled from the element matrices [Ke] as well as the
matrices accounting for the absorbing boundary conditions [Ks], which
take the form:

For 3D:

[Ke]=
∫∫∫

V e

[
1
µe

r

{
~∇× ~N e

i

}
·
{

~∇× ~N e
j

}T
−k2

0ε
e
c

{
~N e

i

}
·
{

~N e
j

}T
]

dV (13)

and ABC contribution, [15]

[Ks] =
∫∫
©
S

[
jk0

2
(r̂ × ~Ni) · (r̂ × ~Nj)

]
dS (14)

For 2D:

[Ke] =
∫∫

Se

[
∂N e

i

∂x

∂N e
j

∂x
+

∂N e
i

∂y

∂N e
j

∂y
+ k2

0ε
e
cN

e
i ·N e

j

]
dS (15)

and ABC contribution, [15]

[Ks] =
∮

∂Ω

(
jk0 +

1
2r

)
NiNjdΓs (16)

Note that the involved surface integral (14) along the cylindrical
(or circular (16)) surface enclosing the solution domain is evaluated by
incorporating the appropriate absorbing boundary conditions.

The right hand side of Equation (12) accounts for the impressed
current sources defined over the active illuminating antenna as:

[B] =
∫∫∫

−jJzωµ0N
e
j (17)

In both cases r̂ is the unit vector in a direction emanating from
a point on the antenna source to boundary element. Using this
definition of r̂, matrix [K(εc)] will vary for each transmitter. This
has significant computational consequences as the linear system must
be solved independently for each source. To overcome this difficulty an
equivalent source point can be assumed common for each transmitting
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(a) 2D (b) 3D

Z=15 cm

Z=5 cm

Figure 3. (a) Electric field distribution when a 2D structure
is illuminated by an infinitesimal dipole operated at 800 MHz and
(b) electric field distribution at two planes when a 3D structure is
illuminated by an infinitesimal dipole operated at 1 GHz.

antenna at the center of the structure according to Fang et al. [4].
This approach provides significant simplification in the enforcement
of absorbing boundary conditions along the fictitious surface which
terminates the FEM mesh. By this assumption the resulting global
matrix K is independent of the position of the source antenna, so
it may be assembled only once for every (σ, εr) distribution. For
the two-dimensional case, system matrix K is inverted (K−1) and
the field solution for different right hand sides [B] of Equation (12)
are readily obtained by a simple multiplication, [E] = [K]−1[B]. In
three-dimensional the inversion of the matrix K will consume all the
system memory due to the size of the matrix, so an iterative solver
is preferred with the appropriate preconditioner. The Generalized
Minimum Residual method (GMRES) is used for the solution of
the linear system with a symmetric successive over-relaxation-vector
(SSOR-vector) preconditioner.

Solving this system the electric fields on the receiving antennas
and at all the internal edges or nodes is calculated and stored, to be
used later within the reconstruction algorithm. An example of the
electric field distribution when one of the infinitesimal dipole or a line-
source antenna is activated is shown in Fig. 3.

3. CALCULATION OF THE JACOBIAN MATRIX

The reconstruction algorithm is based on the modified perturbation
method that was initially developed for the conductivity imaging in
Electrical Impedance Tomography [11] and latter on extended to higher
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frequencies (up to 10MHz) [12]. The aim now is its application in
imaging at microwave frequencies. The new algorithm is based again on
the Jacobian matrix. The components of the Jacobian are the partial
derivatives (or the sensitivities) of the electric field ~Er measured at
the r-th antenna to the complex permittivity εe

c of the e-th element-
pixel, when the sth antenna is activated. As explained below this
is in turn evaluated through closed form expressions resulting from
the reciprocity theorem and the employment of an adjoint problem.
For this purpose an approach similar to that given by Oldenburg
[17] and the original research cited therein is adopted. Namely, the
two Maxwell Curl equations are written for the source ( ~Js) at s-th
antenna and the involved fields (~E, ~H) are differentiated with respect
to the e-th complex permittivity. For the adjoint fields (~Eα, ~Hα) these
two curl equations are written considering a source ( ~Jr) at the r-th
antenna. The four curl equations are in turn combined following the
reciprocity theorem procedure. Specifically, for a dipole antenna at the
s-th location the curl equations reads:

~∇× ~E = −jωµ ~H (18a)
~∇× ~H = jωεc

~E + ~Js (18b)

Taking the derivatives of (18a) and (18b) with respect to εck

defined in Eq. (7):

~∇× ϑ~E

ϑεck
= −jωµ

ϑ ~H

ϑεck
(19a)

~∇× ϑ ~H

ϑεck
= jωεc

ϑ~E

ϑεck
+ jωψk(~r) ~E (19b)

Consider an auxiliary (adjoint) Maxwell problem with a dipole
source ~Jr located at the observation point ~r = ~rr.

~∇× ~Ea = −jωµ ~Ha (20a)
~∇× ~Ha = jωεc

~Ea + ~Jr (20b)

For the application of the Reciprocity theorem procedure to (19a),
(19b) and (20a), (20b) according to Balanis [18, p. 324], lets take the
inner product of ~Ha · (19a) and ϑ~E

ϑεck
· (20b) and subtract:

~Ha · ~∇× ϑ~E

ϑεck
− ϑ~E

ϑεck
· ~∇× ~Ha

= −jωµ ~Ha · ϑ ~H

ϑεck
− jωεc

ϑ~E

ϑεck
· ~Ea − ϑ~E

ϑεck
· ~Jr (21)
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Making use of the identity:

~∇ · ( ~A× ~B) = ~B · (~∇× ~A)− ~A · (~∇× ~B) (22)

For ~B = ~Ha and ~A = ϑ~E
ϑεck

the left hand side of (21) can be written

as ~∇ · ( ϑ~E
ϑεck

× ~Ha).
In turn, one may take a volume integral of (21) over a domain

enclosed by a sphere with a radius tending to infinity and apply the
divergence theorem on the left side.∫∫∫

V

(~∇ · ~F )du =
∫∫
©
S

~F · ~dS (23)

to get:
∫∫
©
S

(
ϑ~E

ϑεck
× ~Ha

)
· d~S

=
∫∫∫

V

(
−jωµ ~Ha · ϑ ~H

ϑεck
− jωεc

ϑ~E

ϑεck
· ~Ea − ϑ~E

ϑεck
· ~Jr

)
dV (24)

Likewise, dot-multiplying ~Ea · (19b) and subtracting − ϑ ~H
ϑεck

· (20a)
yields:

~∇
(

ϑ ~H

ϑεck
× ~Ea

)
= ~Ea · ~∇× ϑ ~H

ϑεck
− ϑ ~H

ϑεck
· ~∇× ~Ea

=jωεc
~Ea · ϑ~E

ϑεck
+jωψk(~r) ~Ea · ~E+jωµ

ϑ ~H

ϑεck
· ~Ha (25)

Adding (25) and (21) the similar terms are canceled, then the use
of vector identities ~A · ~B = ~B · ~A and ~A× ~B = − ~B × ~A results to:

~∇
(

ϑ ~H

ϑεck
× ~Ea

)
+~∇·

(
ϑ~E

ϑεck
× ~Ha

)
= ~∇·

(
ϑ~E

ϑεck
× ~Ha− ~Ea × ϑ ~H

ϑεck

)

= − ϑ~E

ϑεck
· ~Jr+jω ~ψk(~r) ~Ea · ~E (26)
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Taking the volume integral over a domain enclosed in a sphere of
an infinite radius and applying the divergence theorem ends up to:

∫∫
©
S

(
ϑ~E

ϑεck
× ~Ha − ~Ea × ϑ ~H

ϑεck

)
d~S

=
∫∫∫

V

(− ϑ~E

ϑεck
· ~Jr + jω ~ψk(~r) ~Ea · ~E)dV (27)

The left hand side is identically zero, since both fields intensities
tend to zero at infinity by simply considering artificially small
unbounded medium losses. Hence, (27) finally gives the so called
sensitivity equation as:

∫∫∫

V

ϑ~E

ϑεck
· ~JrdV =

∫∫∫

V

jω ~ψk(~r) ~Ea · ~EdV (28)

The sensitivity Equation (28) can be further simplified to yield a
closed form for the Jacobian matrix entries ( ∂ ~E

∂εck
) by first introducing

the FEM basis functions and by considering the specific receiving-
sensing antennas. Starting from the integrals of (28), these are in
general over the whole solution domain. But, actually the left hand
side is restricted over the current carrying volume (Vr) of the r-
th antenna. In turn, considering the definition (7) for the complex
dielectric expansion the right hand side integral of (28) is obviously

Figure 4. Geometry for the application of the reciprocity theorem.
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restricted over the volume (Vk) of the k-th-element. Further a closer
look at the dot product of (28) left hand side reveals that the involved
electric field is that produced by a radiating antenna at the ~r = ~rs

position (Fig. 4) illuminating the receiving antenna at ~r = ~rr position
(sensing port) with only the field component parallel to its current ~Jr

producing a net effect. Hence, the derivative ∂ ~E
∂εck

can be identified as
the sensitivity of the r-th receiving antenna (r-th sensing port) with
respect to the k-th element complex permittivity (εck) when the s-th
antenna illuminates the structure, or specifically the (s, r, k) entry of
the Jacobian matrix, Js,r,k = ∂ ~E

∂εck
. Since the integration is restricted

over the k-th element, then the fields ~E and ~Ea can be expanded into
the FEM basis (shape) functions according to (8). In view of the above
description (28) can be rewritten in the form:

∫∫∫

Vr

ϑ~E

ϑεck
· ~JrdVr = jω

∫∫∫

Vk

~Ea · ~EdVk

= jω

∫∫∫

Vk

∑

i

Ek
i ·Nk

i

∑

j

Eak
i ·Nk

j dVk (29)

Working toward a closed form expression for the Jacobian matrix,
the next step is to consider specific antenna types.

For the two-dimensional (2-D) case when the complex permittivity
is assumed homogeneous in the z-direction, along which the structure
is assumed infinite, it is convenient to employ infinitely extending thin
line sources as illuminating antennas with current density defined by:

Line source: ~Jr = Iδ(~r − ~rr)ẑ where I is a constant current (30)

In this case the sensitivity entries are readily simplified as:

2-D: J((s,r),k) =
ϑ~E(~r)
ϑεck

=
jω

I

∫∫

Sk

∑

i

Ek
i ·Nk

i

∑

j

Eak
j ·Nk

j dSk (31)

for a three dimensional structure (3-D) illuminated by thin elementary
dipoles of length (∆`) the current density reads:

z-oriented elementary dipole: ~Jr = Iδ
(
ρ− ρ

′)
ẑ (32)

where ρ =
√

x2 + y2.
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Similarly, the sensitivity equation becomes:

3-D: J((s,r),k) =
ϑ~E(~r)
ϑεck

=
jω

I∆`

∫∫∫

Vk

(∑

i

Ek
i ·Nk

i

)
·

∑

j

Eak
j ·Nk

j


dVk (33)

The above z-oriented current excitations yields a primarily z-
polarized electric field which is expected to interact mainly with the
εzz component of a possibly anisotropic complex permittivity. In
general, the orientation of the radiating dipoles could be exploited as an
additional degree of freedom to extract information from dielectrically
anisotropic structures, e.g. [22, 27].

The above sensitivity expressions can be written in matrix form
as:

J((s,r),k) = γ
[
Ek

]
·
[
F k

]
·
[
Eak

]
(34)

where γ = jω/I or jω/I∆` is the constant term for line source and
elementary dipole excitations and

[
F k

ij

]
=

∫∫∫

Vk

{
Nk

i

}
·
{

Nk
j

}
dVk (35)

Matrices (vectors)
[
Ek

]
,

[
Eak

]
represent the tangential electric

fields along the edges of the k-th tetrahedral element in three
dimensional case or the Ez electric field on the nodes of the k-
th triangular element for the two dimensional case. These fields
are already computed during the multiple forward problem solutions
performed during the setup of the calculated data-set (once for each
illuminating antenna). The matrix

[
F k

ij

]
is a 6 × 6 matrix in 3D or a

3 × 3 matrix in 2D and its entries can be constructed from the FEM
element matrices, [15].

Recall at this point that FEM is applied on a fine mesh of
tetrahedral or triangular elements while the image reconstruction
is carried out on a coarse rectangular or cubical mesh. Each
reconstruction element consist of a number of forward elements and
similarly a number of nodes or edges that belong to these forward
elements. Equation (34) results to a partial Jacobian matrix for
each triangular or tetrahedral forward element. However, the desired
Jacobian is that of the rectangular or cubical reconstruction element.
For each evaluation the F k matrices are assembled together according
to a classical FEM procedure to yield a m × m matrix M e, where e
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the global number of the reconstruction element and m the number of
edges or nodes that are inside the e-th element. Note that this matrix
depends only on the geometry (independent of εrc) distribution and its
calculated only once. Consequently, the Jacobian matrix of the e-th
element reads:

J((s,r),e) = γ [Ee] · [M e] · [Eae] (36)

where [Ee] = [Ee
1, E

e
2, . . . , E

e
m] and [Eae] = [Eae

1 , Eae
2 , . . . , Eae

m ].

4. SVD OF THE JACOBIAN MATRIX

The Singular Value Decomposition (SVD) of the total Jacobian
matrix representing the whole structure is carried out using Matlab.
According to the usual SVD procedure, J is decomposed into three
matrices as:

J = UΣVT (37)

where U = {u1,u2, . . . ,up} and V = {v1, v2, . . . , vp} are both column
orthogonal matrices. Σ is a diagonal matrix with non-negative real
values arranged in decreasing order, i.e., Σ = diag({σ}p

i=1) with
σ1 ≥ σ2 ≥ . . . ≥ σp ≥ 0. Vectors ui and vi are referred to as the
i-th left and right singular vectors respectively, while σi is the i-th
singular value. The sequence {σ1, σ2, . . . , σn} is referred to as the
singular spectrum of J.

In this section the impact of operating frequency and the numbers
of the antennas used in the singular spectrum of the Jacobian matrix is
studied. The analysis will be performed only for the two dimensional
case but the conclusions can be generalized to the three-dimensions.
The problem configuration used here is defined in Fig. 1(a). The
numerical singular spectrum of the Jacobian matrices were computed
using different system parameters. In order to compare different
spectra the definition for the degree of ill-posedness according to
Fang, [4] was used. This definition is a modification of that discussed
by Hansen, [19] as:

Definition 1. “If there exists a positive real number α, for a
singular spectrum {σi}N

i , and if σi/σ1 = O(exp(−αi)), then, α is called
the degree of ill-posedness of the spectrum.”

Hence, according to [19] a linear regression was performed on the
series of singular values {log(σi)− log(σ1)}N

i (N is the numerical rank
of the Jacobian), where the slope was used to estimate α.

So the singular values spectrum of the Jacobian for various
signal frequencies was calculated. The background and the object
permittivity and conductivity were first assumed identical εr = 30 and
σ = 0.3 S/m (absence of inhomogeneity). The number of the unknown
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elements-pixels for the coarse-reconstruction mesh was K = 100. Two
sets of elementary dipoles arrays were used, one with N = 16 dipoles
and one with N = 32 dipoles. The number of linearly independened
measurements for N = 16 is M = N(N−1)/2 = 120, while for N = 32
is M = 496. In the first case M is close to the number of reconstruction
elements (unknowns) K, so marginal resolution is expected while for
N = 32 the sensitivity and the ill-posedness is expected to be much
better.

In Fig. 5(a) the singular values spectrum for f = 2.5GHz is shown,
while Fig. 5(b) represents the corresponding ill-posedness degree (α)
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Figure 5. Jacobian matrix SVD analysis, (a) spectrum of singular
values for f = 2 GHz, (b) degree of ill-posedness as a function of
frequency.
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Figure 6. Plot of a single Jacobian row over the parameter mesh, (a)
for f = 1 GHz, (b) for f = 2.5GHz.
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versus the operating frequency. From Fig. 5(b) it is observed that for
increasing frequencies the degree of ill-posedness is reduced indicating
that at these frequencies the reconstructed image quality might be
better. Moreover, for N = 32 dipoles α is lower than N = 16 for all
frequencies as expected. One may arrive at a similar conclusion by
plotting one row of the Jacobian (one pair of transmitting — receiving
antennas) over the reconstruction area for different frequencies, e.g.,
f = 1 GHz and f = 2.5 GHz. As it is shown in Fig. 6 the sensitivity is
higher along the fictitious axes connecting a pair of transmitting and
receiving antennas, however its distribution is more uniform for the
higher frequency (2.5GHz).

5. RECONSTRUCTION ALGORITHM

The purpose of this section is the extension of the modified
perturbation method (MPM) toward microwave frequencies. The
mathematical formulation is identical to that of our previous
preliminary work [12] for high frequencies. The actual extension
concerns the Jacobian matrix which is studied in the previous section.
However, let us describe MPM for high and microwave frequencies in
an abstract form, in order for the paper to be self-sustained.

It is convenient to start from the static MPM algorithm and
present the procedure to extend it to microwave frequencies. According
to our previous work [11] the static MPM reads:

σn
j = σn−1

j + k1

M∑
i=1

Vmi−Vci
Vmi

∂Vi
∂σj

M∑
k=1

∣∣∣∂Vk
∂σj

∣∣∣
σn−1

j (38)

where M is the total number of linearly independent measurements,
Vmi and Vci are the measured and the calculated voltage differences at
the i-th port (electrodes pair) and k1 is the relaxation factor.

Working toward the extension of the algorithm to microwave
frequencies the involved voltages will be replaced by complex electric
field values, while the sensitivities ∂Vi/∂σj will be substituted by the
Jacobian matrix entries ∂ ~E/∂εck given in closed form by (36).

Considering the field distribution as an analytical function
Cauchy-Riemann conditions apply, which can be written as:

ϑEreal

ϑεreal
ck

=
ϑEimag

ϑεimag
ck

and
ϑEimag

ϑεreal
ck

= −ϑEreal

ϑεimag
ck

(39)

In view of (39) the complex Jacobian matrix calculated from
Equation (36) can be decomposed into four sub-matrices by separating
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the electric field and the complex permittivity into real and imaginary
parts as:

J =
ϑE

ϑεck
=

ϑEreal

ϑεreal
ck

+ j
ϑEimag

ϑεreal
ck

=
ϑEimag

ϑεimag
ck

− j
ϑEreal

ϑεimag
ck

(40)

The above approach greatly simplifies the reconstruction problem by
reducing it to the application of our original MPM [11] once for
each sensitivity, similar to our previous quasi-static work [12]. The
additional advantage of this approach lies on the separate expressions
for conductivity and permittivity imaging.

Specifically using (39) the complex Jacobian matrix J can be
decomposed into four real submatrices as:

Jik =
[

JRR
ik JRI

ik

JIR
ik JII

ik

]
=




∂Ereal
i

∂εreal
ck

∂Ereal
i

∂εimag
ck

∂Eimag
i

∂εreal
ck

∂Eimag
i

∂εimag
ck


 (41)

In view of the above definition of four real Jacobian submatrices
(JRR

ik = JII
ik , JIR

ik = −JRI
ik ) Equation (38) can be readily extended

to complex permittivity imaging at microwave frequencies by applying
(38) once for each real sensitivity (Jacobian submatrix). In each case,
the normalized difference of measured (Emi) and calculated (Eci) at
a specific sensing antenna (reading (Emi − Eci)/Emi) is multiplied by
the corresponding sensitivity ∂Ei/∂εck. These terms constitute the
contribution of the i-th sensing antenna to the correction of the k-
th complex permittivity. In turn all contributions are summed and
normalized with respect of the total sensitivity

∑
i

∂Ei/∂εck in order

for the sum of the weighting factors (sum of sensitivities) to become
unity.

Finally the reconstruction algorithm updating the complex
permittivity distribution of the k-th element takes the following form:

εn
ck =

[
ε
real(n−1)
ck +k1W1ε

real(n−1)
ck

]
+j

[
ε
imag (n−1)
ck +k2W2ε

imag (n−1)
ck

]
(42)

W1 =

∑M
i=1

Ereal
m i − Ereal

c i

Ereal
m i

ϑEreal
i

ϑεreal
ck

∑M
k=1

∣∣∣∣
ϑEreal

k

ϑεreal
ck

∣∣∣∣
+

∑M
i=1

Eimag
m i − Eimag

c i

Eimag
m i

ϑEimag
i

ϑεreal
ck

∑M
k=1

∣∣∣∣∣
ϑEimag

k

ϑεreal
ck

∣∣∣∣∣

(43)
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W2 =

∑M
i=1

Ereal
m i −Ereal

c i

Ereal
m i

ϑEreal
i

ϑεimag
ck

∑M
k=1

∣∣∣∣∣
ϑEreal

k

ϑεimag
ck

∣∣∣∣∣

+

∑M
i=1

Eimag
m i − Eimag

c i

Eimag
m i

ϑEimag
i

ϑεimag
ck

∑M
k=1

∣∣∣∣∣
ϑEimag

k

ϑεimag
ck

∣∣∣∣∣

(44)

where M is the total number of linear independent measurements,
Emi and Eci are the measured and calculated fields at the ith
antenna and k1,2 are the relaxations factors that may provide faster
convergence. The optimum values of k1, k2 can be obtained through
a numerical investigation. As we see from these equations we use
four times the basic equation of the Perturbation method but with
different combinations of real and imaginary part of electric fields
and Jacobian matrix. Also note that the real and imaginary parts
of the reconstructed complex permittivity (42) identifies the relative
permittivity and conductivity distributions according to (2).

Observing Equations (40) to (42) or even the original static
MPM (38) one may discuss on the expected robustness or the immunity
of the method to the problem of ill-posedness. As it is well understood
the ill posedness is due to very large variations (of the order of 106)
of the sensitivity. For example very large sensitivity values (∂Ei/∂εck)
may be observed for the voxels-k around the transmitting antenna
and along the axis of transmit — receive antenna pairs. But the
sensitivity away from these object regions become very small and
may be even lower than the measurement or calculations inaccuracies.
When exact inverse problem formulations are employed these large
variations in sensitivity yields an ill posed Hessian matrix accompanied
by a lot of difficulties during its required inversion. Actually, the very
large variation in sensitivity corresponds to very large variation in the
Hessian matrix eigenvalues which reflects to a high singularity degree.
In contrary, these very low sensitivities occur as very small weighting
factors in the summations involved in MPM, e.g. (40) to (42). Thus,
the very small sensitivity has negligible contribution in the complex
permittivity update, which from a different point of view is shadowed
by the higher sensitivities. This is equivalent to discarding very
small singular values of the Jacobian (or Hessian), or using relatively
large regularization parameter. Hence, the resulting reconstruction
algorithm is expected to be robust during the first few iterations and it
was indeed proved to converge always in our previous works, e.g. [11–
14]. The observed monotonous convergence was independent of the
electrodes or antenna locations which greatly affects the sensitivity
distribution. This is in turn a clear evidence of the MPM immunity
against the problem of ill-posedness. Based on these observations
MPM ensures convergence without the sophistication of regularization
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techniques. However, the penalty paid by MPM for its robustness is
the absence of any control of the implicitly involved regularization.
Instead, an exact method may involve a controllable regularization
parameter which is gradually reduced from one iteration to the next.
The reduction of the regularization parameter allows for the small
eigenvalues or low sensitivities to be exploited.

According to Meany et al. [10], most regularization methods
require the use of a varying degree of apriori information in order to
ensure convergence. In contrary MPM ensures convergence without
any apriory information, but its accuracy is compromised by its
inability to exploit the hidden low sensitivities. Thus, a logical
hypothesis toward accuracy improvement is to formulate an exact
inverse problem (e.g., a Gauss-Newton scheme) and exploit the final
image provided by MPM as an initial guess (apriori information). The
regularization parameter within this scheme can be set to zero or to
a very small value, uncovering the very low sensitivities (exploiting
the very small eigenvalues) which are expected to fine tune the image
within a few iterations. The prove of this hypothesis constitutes one
of our next tasks.

6. NUMERICAL RESULTS AND DISCUSSIONS

6.1. Computer Test Approach

The so called “computer test” was employed in all cases throughout
this paper. First a “target model” is considered and the forward
problem is solved for each illumination position. Namely, the first
antenna is activated and the forward problem is solved to calculate
and store the electric field at all the remaining — receiving antennas.
Each one antenna is activated in turn and the received electric fields
are stored to form a complete dataset labeled as “measurements”. The
reconstruction algorithm starts from a homogeneous model and the
desired complex permittivity profile is sought.

6.2. Convergence Criteria

Two convergence criteria are adopted. The more general concerns the
“available information”, which is determined by the difference between
fields “measured” on the target model (Em) and fields calculated
at the n-th iterative solution of the forward problem. As in every
minimization approach, the sum of squares (SSQ) is the appropriate
figure taking signs in to account. Hence the summation over all
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measurements ports (M) gives:

SSQ =
∑

i

(Emeasi −Ecalci
)2 (45)

For comparison purposes it is more convenient to present its
normalized value (SSQN ) with respect to its maximum (SSQmax)
occurring at the first iteration of the inverse problem as:

SSQN =
SSQ

SSQmax

(46)

While SSQ is general and can be calculated in all cases, it is only an
indirect indication of convergence. Namely, its minimization ensure εc

convergence when a unique solution is safeguarded. But, this condition
may be disturbed by the problem singularity degree, which in turn
depends on the data collection strategy. For this purpose the well-
posedeness or the singularity degree, of the sensitivity-Jacobian matrix
is preliminary examined in Section 4. However a further elaboration is
required. Besides this for the particular case of the “computer test” the
target or true (σ, εr) distributions are available. Hence, the estimated
normalized deviations of (σn

calc, ε
n
rcalc

) from their true values at the n-th
iteration can be defined as a norm of relative error:

σ − error =
∑P

i

(
σi

true − σi
calc

)2

∑P
i

(
σi

true − σ̄true

)2 (47)

εr − error =
∑P

i

(
εi
r−true − εi

r−calc

)2

∑P
i

(
εi
r−true − ε̄r−true

)2 (48)
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Figure 7. Target model for the first example (a) conductivity profile,
(b) permittivity profile.
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where σ̄true and ε̄r−true are the average values of the target profiles
and P is the number of elements of the reconstruction mesh.

We should keep in mind that the σ-error, εr-error criteria are not
applicable for practical in-vivo or even for the “laboratory test” cases
where the objects (σ, εr) distributions are unknown.

6.3. Two Dimensional Reconstruction

The target model simulated as a computer phantom is presented in
Fig. 7. A total number of 32 antennas (line sources) were used,
where only 28 are exploited as receivers for each projection angle. A
single offset anomaly with conductivity σ = 0.15 S/m and permittivity
εr = 15 was introduced in a homogeneous background of σ = 0.3 S/m
and εr = 30. The frequency of operation was assumed at f = 1.1GHz.
The image reconstructed after 9 iterations is presented in Fig. 8 for
the conductivity and the permittivity profile respectively. The correct
location of the anomaly as well as its σ and εr peak values are obtained,
but some artifacts are caused.

In a second example with the same configuration, two offset
anomalies with conductivity σ = 0.225 S/m and permittivity εr = 22.5
were introduced in a homogeneous background of σ = 0.3 S/m and
εr = 30, Fig. 9. The image reconstructed after 9 iterations is presented
in Fig. 10 for the conductivity and the permittivity profile respectively.
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Figure 8. Reconstructed profiles for the first example of Fig. 7, (a)
conductivity and (b) permittivity distributions after 9 iterations. The
object is discretized into 100 pixels and is illuminated by 32 line sources
at a frequency of 1.1 GHz.
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Figure 9. Target model for the second example (a) conductivity
profile, (b) permittivity profile.
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Figure 10. Reconstructed profiles for the second example of Fig. 9
(a) and (b) conductivity, (c) and (d) permittivity distributions after 9
iterations. The object is discretized into 100 pixels and is illuminated
by 32 line sources at a frequency of 1.1 GHz.
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Figure 11. Target model for the third example with profiles (a) 2nd
layer conductivity, (b) 1st, 3rd, 4th layer conductivity, (c) 2nd layer
permittivity, (d) 1st, 3rd, 4th layer permittivity.

6.4. Three Dimensional Reconstruction

In the third example the reconstruction was made with the 3-D
algorithm and the configuration presented in Fig. 1(b) with the object
comprised of 4 layers. A total number of 48 antennas arranged in three
rings of 16 antennas (elementary dipoles) were used, where only 39 are
exploited as receivers for each projection angle. Again a single offset
anomaly with conductivity σ = 0.15 S/m and permittivity εr = 15 was
introduced at z = −0.5 cm (only at the second layer) in a homogeneous
background of σ = 0.6 S/m and εr = 60. The frequency of operation
was assumed at f = 1.4GHz. The target profile is shown in Fig. 11
The image reconstructed after 9 iterations is presented in Fig. 12 for
the conductivity and the permittivity profile respectively.
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Figure 12. Reconstructed profiles for the third example of Fig. 11
(a) 2nd layer, (b) 3rd layer conductivity, (c) 2nd layer, (d) 3rd layer
permittivity distributions, after 9 iterations. The object is discretized
into 400 voxels and is illuminated by 48 dipole sources at a frequency
of 1.4 GHz.

6.5. Observed Convergence Rate

The normalized mean square errors (46) for the real and imaginary part
of electric field distributions are shown in Fig. 13(a) and Fig. 13(b)
respectively for the examples given above. As it is observed the
convergence rate for each case is similar. The normalized errors
between the true and the reconstructed conductivity and permittivity
profiles (47), (48) are presented in Fig. 14.

The convergence rate of MPM for the 2-D reconstruction of
example −1 is compared against that given in Fang’s thesis (Fig. 3.20,
p.130), [32] in Fig. 15 and are found similar. Thus MPM seems to
have similar performance as compared to the Gauss-Newton method



238 Drogoudis, Kyriacou, and Sahalos

employed in [32].
A careful observation of Fig. 13 shows that the available

information (SSQ) beyond the 6th iteration becomes very small, of the
order of 2%. However, there is still some usefull information therein
as the expected measurements accuracy is of the order of 0.1%. This
reduction of the available information is obviously depicted on the
convergence rate of the conductivity and permittivity patterns, since
Fig. 14 shows that their convergence rate becomes very small beyond
the 6th iteration. Hence, the proposed MPM algorithm performs
quite well with a robust behaviour up to 6th iteration. For a further
improvement beyond that, especially to improve/reduce the involved
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Figure 13. The normalized mean square error of (a) the real part and
(b) the imaginary part of the electric field at the sensing antennas.
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Figure 14. The normalized error between the true and the
reconstructed profiles (a) conductivity profile (b) permittivity profile.
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Figure 15. Comparison of the present method convergence rate with
that of Fang’s thesis, (Fig. 3.20, p. 130), [32].

artifacts, it is necessary to formulate and solve the exact inverse
problem e.g., employing an iterative Gauss-Newton approach. The
σ- and εr-patterns will be used as a very good starting solution very
close to the global minimum safeguarding the convergence of the exact
inverse algorithm. These observations are in accordance with the
reasoning and the tasks layed out in the introduction.

7. CONCLUSION

A modified perturbation method reconstruction algorithm for
microwave tomography is successfully established at a computer test
level. The key constituent of this algorithm is a close form evaluation
of the sensitivity or Jacobian matrix based on an adjoint network and
reciprocity theorem approach. The established algorithm is proved
robust and able to withstand a large amount of inverse problem ill-
posedeness. Despite its simplicity this algorithm is able to successfully
localize the target anomalies reaching conductivity and permittivity
patterns very close to the expected global minimum at about the
6th iteration. The penalty paid for this simplicity and robustness
is a compromise in the finally achieved solution mostly appearing as
artefacts around the target anomalies. A further improvement, which
also constitutes our next task, refers to the formulation of an exact
inverse problem, which may start from the finally obtained image
herein and iteratively fine tune it. This can be readily formulated
exploiting the exact Jacobian matrix established herein.
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