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#### Abstract

By using field expansion in terms of the Legendre polynomials and Schelkunoff functions, Maxwell's equations in the spherical coordinate system are cast into a matrix form which lends itself to the analysis of a multilayer conical waveguide. The matrix formulation is then used to obtain an eigen-value problem whose eigen-values are the allowable wave-numbers for propagation in the radial direction. To verify the proposed numerical approach, it is used to evaluate the resonance frequency of a partially filled spherical resonator. The computed resonance frequencies are then compared with those obtained using commercial software based on the finiteelement method. The computation time is enormously reduced using the semi-analytical method of this work. Although results are shown for lossless isotropic dielectrics, the method is also applicable to conical waveguides made of lossy dielectrics even with negative permittivity.


## 1. INTRODUCTION

Tapered optical fibers have found their applications in interconnecting optical waveguide components with different modal spot sizes [1]. This type of conical dielectric waveguides are also utilized in optical couplers [2], filters [3], and near field probes [4]. Obviously, tapered optical metallic waveguides can also be considered as a kind of conical dielectric waveguides. Super-focusing of surface plasmon polaritons (SPPs) as a technique of coupling electromagnetic radiation

[^0]into a nanoscale structure is made possible with the help of such tapered waveguides. It is well known that super-focusing has many applications such as high-resolution near-field optical microscopy [5], nanolithography $[6,7]$, plasmonic sensors, and giant surface-enhanced Raman scattering [8-10].

To characterize conical dielectric waveguides, a number of numerical methods have been proposed recently. Stepwise approximation [11, 12], local coupled modes [13], and eikonal approximation [14] are among numerical methods of analysis in the cylindrical coordinate system while the other methods such as finite-difference time-domain (FDTD) [15, 16], quasi-separation of variables approach [17, 18], beam propagation method (BPM) [3], finite-difference beam propagation method [4] and finite-element method (FEM) [19] are proposed in the spherical coordinate system.

The goal of this work is introduction of a semi-analytical modal analysis for multilayer conical dielectric waveguides in the spherical coordinate system. Using the Legendre polynomials and the Schelkunoff functions as a complete orthogonal basis to expand the fields, we arrive at a matrix representation of Maxwell's equations in terms of non-radial field components. In the following sections, we have derived the mathematical relations that generally govern the spatial variation of space harmonics propagating in conical multilayer dielectric waveguides. The steps toward obtaining the required equations for any given dielectric conical waveguides are straightforwards and systematic, which renders the method versatile.

## 2. FORMULATION

In Figure 1, a typical multilayer conical waveguide is depicted. We employ a spherical system of coordinates $(r, \theta, \varphi)$ for this geometry. This tapered waveguide is composed of linear homogeneous isotropic non-magnetic dielectrics whose permittivity is independent of $r$ and $\varphi$.

The relative permittivity of the tapered waveguide is assumed to be a step function of $\theta$ as shown in Figure 2. Here, the relative permittivity of the region $\alpha_{n}<\theta<\alpha_{n+1}$ is the complex value $\varepsilon_{r_{n+1}}$. We seek to present a general form of the solution to Maxwell's equations in this configuration.

The dielectric constant or $\varepsilon_{r}(\theta)$ can be uniquely expanded in terms of the Legendre polynomials which form a complete set of orthogonal basis functions over $0 \leq \theta \leq \pi$. One may then write

$$
\begin{equation*}
\varepsilon_{r}(\theta)=\lim _{M \rightarrow \infty} \sum_{m=0}^{M} c_{m} P_{m}(\cos \theta) \tag{1}
\end{equation*}
$$



Figure 1. Typical multilayer conical dielectric waveguide.
where $P_{m}(\cos \theta)$ are the Legendre polynomials of the first kind and the $m$-th order. Values of the coefficients $c_{m}$ are given by

$$
\begin{equation*}
c_{m}=\frac{2 m+1}{2} \int_{0}^{\pi} \varepsilon_{r}(\theta) P_{m}(\cos \theta) \sin \theta d \theta \tag{2}
\end{equation*}
$$

In this work, only $\varphi$-invariant electromagnetic fields are taken into


Figure 2. Relative permittivity profile of a multilayer conical dielectric waveguide.
consideration. In the following subsection, we first obtain a general form of solution.

### 2.1. General Form of Solution

In a spherical system of coordinates, every electromagnetic field distribution can be expressed in terms of a linear combination of a TM to $r\left(\mathrm{TM}_{r}\right)$ and a TE to $r\left(\mathrm{TE}_{r}\right)$ electromagnetic field [20]. For $\mathrm{TM}_{r}$ waves, a vector potential $\vec{A}=A^{r}(r, \theta) \hat{r}$ is chosen such that $\vec{H}=\nabla \times \vec{A}$. We assume $\exp (i \omega t)$ for time variation of the electromagnetic field. From Maxwell's equation, one can show that $\vec{A}$ satisfies

$$
\begin{equation*}
\nabla\left(\frac{1}{\varepsilon_{r}(\theta)}\right) \times(\nabla \times(\nabla \times \vec{A}))+\frac{1}{\varepsilon_{r}(\theta)} \nabla \times(\nabla \times(\nabla \times \vec{A}))-k_{0}^{2} \nabla \times \vec{A}=0 \tag{3}
\end{equation*}
$$

for the configuration of Figure 1 where $\varepsilon_{r}(\theta)$ denotes the $\theta$-dependent relative permittivity and $k_{0}^{2}=\omega^{2} \mu_{0} \varepsilon_{0}$. Applying the method of separation of variables, we suggest

$$
\begin{equation*}
A^{r}(r, \theta)=R(r) T(\theta) \tag{4}
\end{equation*}
$$

as a solution to (3). Substituting (4) in (3), we arrive at

$$
\begin{aligned}
& \frac{r^{2}\left(\frac{d^{2}}{d r^{2}} R(r)\right)}{R(r)}+k_{0}^{2} \varepsilon_{r}(\theta) r^{2} \\
& =-\frac{\varepsilon_{r}(\theta) \sin ^{2} \theta\left(\frac{d^{3}}{d \theta^{3}} T(\theta)\right)+\sin \theta \cos \theta\left(\frac{d}{d \theta} \varepsilon_{r}(\theta)\right)\left(\frac{d}{d \theta} T(\theta)\right)}{\varepsilon_{r}(\theta) \sin ^{2} \theta\left(\frac{d}{d \theta} T(\theta)\right)} \\
& +\frac{\varepsilon_{r}(\theta)\left(\frac{d}{d \theta} T(\theta)\right)-\varepsilon_{r}(\theta) \cos \theta \sin \theta\left(\frac{d^{2}}{d \theta^{2}} T(\theta)\right)+\sin ^{2} \theta\left(\frac{d}{d \theta} \varepsilon_{r}(\theta)\right)\left(\frac{d^{2}}{d \theta^{2}} T(\theta)\right)}{\varepsilon_{r}(\theta) \sin ^{2} \theta\left(\frac{d}{d \theta} T(\theta)\right)}(5)
\end{aligned}
$$

Similar to $\varepsilon_{r}(\theta)$, an expression in terms of the Legendre polynomials is used to expand $T(\theta)$, i.e.,

$$
\begin{equation*}
T(\theta)=\lim _{N \rightarrow \infty} \sum_{n=0}^{N} a_{n} P_{n}(\cos \theta) \tag{6}
\end{equation*}
$$

Since $P_{n}(\cos \theta)$ satisfies the Legendre differential equation, substituting (6) in (5) will result in

$$
\begin{align*}
& \left(\frac{d^{2}}{d r^{2}} R(r)+k_{0}^{2} \varepsilon_{r}(\theta) R(r)\right) \varepsilon_{r}(\theta) \sin ^{2} \theta \sum_{n=0}^{N} a_{n} \frac{d}{d \theta} P_{n}(\cos \theta) \\
= & -\frac{R(r)}{r^{2}} \frac{d}{d \theta} \sum_{n=0}^{N} n(n+1) a_{n} \varepsilon_{r}(\theta) P_{n}(\cos \theta) \tag{7}
\end{align*}
$$

Replacing $\varepsilon_{r}(\theta)$ in (7) by the expansion given by (1) yields

$$
\begin{align*}
& \quad \frac{d^{2}}{d r^{2}} R(r) \sum_{n=0}^{N} \sum_{m=0}^{M} a_{n} c_{m} \sin ^{2} \theta P_{n}(\cos \theta) \frac{d}{d \theta} P_{m}(\cos \theta) \\
& \quad+k_{0}^{2} R(r) \sum_{n=0}^{N} \sum_{m=0}^{M} \sum_{l=0}^{N} a_{n} c_{l} c_{m} \sin ^{2} \theta P_{m}(\cos \theta) P_{l}(\cos \theta) \frac{d}{d \theta} P_{n}(\cos \theta) \\
& =-  \tag{8}\\
& -\frac{R(r)}{r^{2}} \frac{d}{d \theta} \sum_{n=0}^{N} \sum_{m=0}^{M} n(n+1) a_{n} c_{m} P_{n}(\cos \theta) P_{m}(\cos \theta)
\end{align*}
$$

As will be shown later, both $P_{n}(\cos \theta) P_{m}(\cos \theta)$ and $\frac{d}{d \theta} P_{n}(\cos \theta)$ appearing in (8) can be expanded in terms of $P_{n}(\cos \theta)$. Hence, one can reformulate (8) as

$$
\begin{equation*}
\sum_{n=0}^{N}\left(\frac{d^{2}}{d r^{2}} R(r) U_{n}+k_{0}^{2} R(r) V_{n}+\frac{R(r)}{r^{2}} W_{n}\right) P_{n}(\cos \theta)=0 \tag{9}
\end{equation*}
$$

where $\theta$-independent $U_{n}, V_{n}$, and $W_{n}$ are functions of $a_{i}, c_{j}$ and the remaining expansion coefficients. Since $\left\{P_{n}(\cos \theta)\right\}$ form a complete set of functions, the summation in (9) will be zero if and only if the coefficients are all zero. This leads to a set of $r$-dependent differential equations.

Now, we concentrate on $R(r)$ in (9). We introduce a set of functions $\left\{\hat{H}_{m}(k r)\right\}$ which are all solutions to

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} \hat{H}_{m}(k r)+k^{2} \hat{H}_{m}(k r)+\frac{m(m+1)}{r^{2}} \hat{H}_{m}(k r)=0 \tag{10}
\end{equation*}
$$

These functions are known as the Schelkunoff functions and are closely related to the spherical Hankel functions [18]. Here, we try the following expansion for $R(r)$

$$
\begin{equation*}
R(r)=\lim _{M \rightarrow \infty} \sum_{m=0}^{M} b_{m} \hat{H}_{m}(k r) \tag{11}
\end{equation*}
$$

Substituting (11) in (9) and after some simplifications, we will obtain for $n=0,1,2, \ldots, N$,

$$
\begin{align*}
& \lim _{M \rightarrow \infty} \sum_{m=0}^{M}\left[-m(m+1) b_{m} U_{n}+b_{m} W_{n}\right] \sum_{l=L_{\text {down }}(m)}^{L_{u p}(m)} \xi_{l} \hat{H}_{l}(k r) \\
& +\left(k_{0}^{2} b_{m} V_{n}-k^{2} b_{m} U_{n}\right) \hat{H}_{m}(k r)=0 \tag{12}
\end{align*}
$$

In which we have used the following recursive identity

$$
\begin{align*}
& \frac{1}{r^{2}} \hat{H}_{m}(k r)=k^{2}\left(\frac{1}{(2 m-1)(2 m+1)} \hat{H}_{m-2}(k r)\right. \\
& \left.+\frac{2}{(2 m-1)(2 m+3)} \hat{H}_{m}(k r)+\frac{2}{(2 m+1)(2 m+3)} \hat{H}_{m+2}(k r)\right) \tag{13}
\end{align*}
$$

In (12), the $r$-independent parameters $\xi_{l}, L_{\text {down }}(m)$, and $L_{u p}(m)$ are the coefficients, lower limit and upper limit of the summation, respectively. Since the Schelkunoff functions are orthogonal over $-\infty<r<\infty$ [21], the summation in (12) will be zero if and only if the coefficients are all zero. Thus, a system of equations is obtained in which the propagation constant $k$ as well as the expansion coefficients $a_{i}$ and $b_{j}$ can be determined from its eigen-vectors and eigen-values.

As mentioned previously, $\vec{A}$ is assumed to be independent of $\varphi$. So, the magnetic field component are calculated as follow [22],

$$
\begin{align*}
& \vec{H} \cdot \hat{r}=(\nabla \times \vec{A}) \cdot \hat{r}=\frac{1}{r \sin \theta}\left(\frac{\partial}{\partial \theta}\left(\sin \theta A^{\varphi}\right)-\frac{\partial}{\partial \varphi} A^{\theta}\right)=0 \\
& \vec{H} \cdot \hat{\theta}=(\nabla \times \vec{A}) \cdot \hat{\theta}=\frac{1}{r \sin \theta}\left(\frac{\partial}{\partial \varphi} A^{r}-\frac{\partial}{\partial r} r \sin \theta A^{\varphi}\right)=0  \tag{14}\\
& \vec{H} \cdot \hat{\varphi}=(\nabla \times \vec{A}) \cdot \hat{\varphi}=\frac{1}{r}\left(\frac{\partial}{\partial r} r A^{\theta}-\frac{\partial}{\partial \theta} A^{r}\right)=-\frac{\partial}{r \partial \theta} A^{r}
\end{align*}
$$

As shown in (14), the magnetic field only has a $\varphi$-component whose variation as a function of $r$ is $\frac{-1}{r} R(r)$. Similarly, the displacement vector can be determined as follows,

$$
\begin{align*}
& \vec{D} \cdot \hat{r}=\frac{-1}{i \omega}(\nabla \times \vec{H}) \cdot \hat{r}=\frac{1}{i \omega r^{2} \sin \theta}\left(\frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta} A^{r}\right)\right) \\
& \vec{D} \cdot \hat{\theta}=\frac{-1}{i \omega}(\nabla \times \vec{H}) \cdot \hat{\theta}=\frac{-1}{i \omega r}\left(\frac{\partial^{2}}{\partial r \partial \theta} A^{r}\right)  \tag{15}\\
& \vec{D} \cdot \hat{\varphi}=\frac{-1}{i \omega}(\nabla \times \vec{H}) \cdot \hat{\varphi}=\frac{1}{i \omega r \sin \theta}\left(\frac{\partial^{2}}{\partial r \partial \varphi} H^{r}\right)=0
\end{align*}
$$

Since the relative permittivity of the conical dielectric waveguide is assumed to be $r$-independent, the electric field and the displacement vector behave similarly. So, two non-zero components of the electric field $E^{\theta}$ and $E^{r}$ will vary as $\frac{1}{r} \frac{d}{d r} R(r)$ and $\frac{1}{r^{2}} R(r)$, respectively. Because of the identity

$$
\begin{equation*}
\frac{d}{d r} \hat{H}_{m}(k r)=k\left(\frac{m+1}{2 m+1} \hat{H}_{m-1}(k r)-\frac{m}{2 m+1} \hat{H}_{m+1}(k r)\right) \tag{16}
\end{equation*}
$$

and (13), it is obvious that $H^{\varphi}$ and $E^{\theta}$ or the transverse (nonradial) field components are related to $\frac{1}{r} \hat{H}_{m}(k r)$ while $E^{r}$ or the radial component is proportional to $\hat{H}_{m}(k r)$. A similar discussion is also true for $\mathrm{TE}_{r}$ waves.

If $\vec{F}$ stands for the electric or the magnetic field vector, then we define $F^{u}(r, \theta)=\vec{F}(r, \theta) \cdot \hat{u}$ where $\hat{u} \in\{\hat{r}, \hat{\theta}, \hat{\varphi}\}$. Therefore, the general form of a solution to Maxwell's equations in a conical dielectric waveguide is

$$
\begin{equation*}
r^{\gamma} F^{u}(r, \theta)=\lim _{M, N \rightarrow \infty} \sum_{m=0}^{M} \sum_{n=0}^{N} f_{m, n}^{u} \hat{H}_{m}(k r) P_{n}(\cos \theta) \tag{17}
\end{equation*}
$$

$f_{m, n}^{u}$ are expansion coefficients and $k$ is the propagation constant. In (17), $\gamma$ equals to 0 or 1 for the radial or transverse (non-radial) components of electromagnetic fields, respectively. It should be mentioned that the method of separation of variables cannot be used directly to obtain the general form of (17) for a multilayer conical dielectric waveguide. This is because the relative permittivity of the waveguide is a function of $\theta$ so that the differential equation of (3) cannot be separated in two differential equations for $R(r)$ and $T(\theta)$. On the other hand, it is also impossible to represent a solution for a conical dielectric waveguide by solving Maxwell's equation in each homogenous region of the waveguide and applying boundary conditions to match the fields. This is true because the propagation constant long $\hat{r}$ in the spherical coordinate system only depends on the medium characteristic. Hence, it has different values in each homogeneous region of the waveguide and obviously the boundary conditions at $\theta=\alpha_{n}$ of Figure 1 cannot be satisfied.

Determination of the propagation constant $k$ of a mode and its corresponding mode field by solving the system of equations obtained from (12) are cumbersome. Instead, by applying the matrix representation of Maxwell's equation and using the general form of a solution (17), it is shown shortly that $f_{m, n}^{u}$ satisfy an eigen-value problem whose eigen-values are allowable values of $k$. To derive this system of equations use is made of matrix algebra, as summarized in the following sub-sections.

### 2.2. Matrix Representation

We define a single-column matrix $\left[f^{u}\right]$ the entries of which are $f_{m, n}^{u}$. From (17), it is obvious that $\left[f^{u}\right]$ must possess $K=(M+1) \times(N+1)$ rows to accommodate all $f_{m, n}^{u}$. The coefficients $f_{m, n}^{u}$ are sorted by
letting the indices $m$ and $n$ assume integer values according to

$$
\begin{equation*}
\left[m_{1}, m_{2}, \ldots, m_{K}\right]=[0,1,2, \ldots, M] \otimes[\underbrace{1,1, \ldots, 1}_{N+1}] \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[n_{1}, n_{2}, \ldots, n_{K}\right]=[\underbrace{1,1, \ldots, 1}_{M+1}] \otimes[0,1,2, \ldots, N] \tag{19}
\end{equation*}
$$

respectively, where $\otimes$ denotes the Kronecker tensor product of the matrices $\mathbb{A}$ and $\mathbb{B}$, which is defined as

$$
\mathbb{A} \otimes \mathbb{B}=\left[\begin{array}{lll}
a_{11} & a_{12} & \cdots  \tag{20}\\
a_{21} & a_{22} & \cdots \\
\vdots & \vdots & \ddots
\end{array}\right] \otimes \mathbb{B}=\left[\begin{array}{lll}
a_{11} \mathbb{B} & a_{12} \mathbb{B} & \cdots \\
a_{21} \mathbb{B} & a_{22} \mathbb{B} & \cdots \\
\vdots & \vdots & \ddots
\end{array}\right]
$$

Similarly, a single-column matrix function $\left[\mathcal{F}^{u}(r, \theta)\right]$ is defined using (17) as follows

$$
\begin{equation*}
\left[\mathcal{F}^{u}(r, \theta)\right]=\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}(\theta)\right]\left[r^{-\gamma} \mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[f^{u}\right] \tag{21}
\end{equation*}
$$

where $\mathbb{P}(\theta)_{j, j}=P_{j-1}(\cos \theta), \mathbb{H}(k r)_{l, l}=\hat{H}_{l-1}(k r)$ for $j=1,2, \ldots, N$ and $l=1,2, \ldots, M$. Here, $\left[\mathcal{F}^{u}(r, \theta)\right]$ has $K$ rows and $\mathbb{I}$ is an identity matrix. For instance, the entries of $\left[\mathcal{E}^{r}(r, \theta)\right]$ matrix are $e_{m, n}^{u} \hat{H}_{m}(k r) P_{n}(\cos \theta)$ and the entries of $\left[e^{r}\right]$ are $f_{m, n}^{u}$.

We now turn our attention to the spatial derivative with respect to $\theta$ of various field components in the spherical coordinate, for instance $\frac{\partial F^{u}(r, \theta)}{\sin \theta \partial \theta}$. The equivalent matrix operation for this differentiation is shown in Table 1 which is obtained by the help of the following identity

$$
\frac{-1}{\sin \theta} \frac{d}{d \theta} P_{n}(\cos \theta)= \begin{cases}\sum_{i=1}^{h}(4 i-1) P_{2 i-1}(\cos \theta) & n=2 h  \tag{22}\\ \sum_{i=0}^{h}(4 i+1) P_{2 i}(\cos \theta) & n=2 h+1\end{cases}
$$

which we have derived by the method of induction. Similarly, the identity

$$
\begin{equation*}
\cos \theta P_{n}(\cos \theta)=\frac{n}{2 n+1} P_{n-1}(\cos \theta)+\frac{n+1}{2 n+1} P_{n+1}(\cos \theta) \tag{23}
\end{equation*}
$$

is used to determine the coefficients for expansion of $\cos \theta F^{u}(r, \theta)$ in terms of the Legendre polynomials. Applying (23), the matrix operation equivalent to $\cos \theta F^{u}(r, \theta)$ is obtained and shown in Table 1. As we show later, applying (22) and (23) is necessary to simplify the matrix representation of Maxwell's equations.

Table 1. Matrix operations equivalent to commonly appearing operations on $F^{u}(r, \theta)$.

| Operation on $F^{u}(r, \theta)$ | Equivalent matrix operation |
| :---: | :---: |
| $\frac{-1}{\sin \theta} \frac{\partial}{\partial \theta} F^{u}(r, \theta)$ | $\begin{aligned} & {\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}(\theta)\right]} \\ & {\left[r^{-\gamma} \mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]} \\ & {\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{d}\right]\left[f^{u}\right]} \end{aligned}$ |
| $\cos \theta F^{u}(r, \theta)$ | $\begin{aligned} & {\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}(\theta)\right]} \\ & {\left[r^{-\gamma} \mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]} \\ & {\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\text {cos }}\right]\left[f^{u}\right]} \end{aligned}$ |
| where $\begin{array}{r} \mathbb{P}_{d_{m, n}}=\left\{\begin{array}{cc} 4 l-3 & m=2 l-1, n=2 j+2 \\ 4 l-1 & m=2 l, n=2 j+3 \end{array}\right. \\ l=1,2, \ldots, M+1, j \end{array}$ | $\begin{aligned} & \mathbb{P}_{\cos _{m, n}}= \begin{cases}\frac{l}{2 l+1} & m=l, n=l+1 \\ \frac{l}{2 l-1} & m=l, n=l-1\end{cases} \\ & , l, l+1, \ldots, \frac{M-1}{2} \end{aligned}$ |

### 2.3. Constitutive Relations

Presenting an equivalent matrix expression for the constitutive relations is the goal of this section. The constitutive relations in the spatial domain are as follows

$$
\begin{equation*}
D^{u}(r, \theta)=\varepsilon_{0} \varepsilon_{r}(\theta) E^{u}(r, \theta) \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{u}(r, \theta)=\mu_{0} H^{u}(r, \theta) \tag{25}
\end{equation*}
$$

By using (17) and (24), we can write

$$
\begin{aligned}
D^{u}(r, \theta) & =\varepsilon_{0} \lim _{L \rightarrow \infty} \sum_{l=0}^{L} c_{l} P_{l}(\cos \theta) \lim _{M, N \rightarrow \infty} \sum_{n=0}^{N} \sum_{m=0}^{M} e_{m, n}^{u} P_{n}(\cos \theta) \hat{H}_{m}(k r) \\
& =\varepsilon_{0} \lim _{M, N, L \rightarrow \infty} \sum_{l=0}^{L} \sum_{m=0}^{M} \sum_{n=0}^{N} c_{l} e_{m, n}^{u} P_{l}(\cos \theta) P_{n}(\cos \theta) \hat{H}_{m}(k r)(26)
\end{aligned}
$$

where $e_{m, n}^{u}$ are electric field coefficients to be calculated later. To cast (26) in the form of (17), it is necessary to replace $P_{l}(\cos \theta) P_{n}(\cos \theta)$ by a summation in terms of $P_{n}(\cos \theta)$. We have derived the following identity

$$
\begin{equation*}
P_{n}(\cos \theta) P_{m}(\cos \theta)=\sum_{h=0}^{m} \varsigma(h, n, m) P_{n+m-2 h}(\cos \theta) \quad(n \geq m) \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
\varsigma(h, n, m)= & \frac{\prod_{j=1-h}^{m-h}(n+j)}{\prod_{l=-h}^{m-2 h-1}(2 n+2 l+1) \prod_{i=m-2 h+1}^{m-h}(2 n+2 i+1)} \\
& \left(\frac{(2(m-h))!}{2^{m-h}((m-h)!)^{2}}\right)\left(\frac{(2 h)!}{2^{h}(h!)^{2}}\right) . \tag{28}
\end{align*}
$$

(28) is also derived in [23]; however, the above form is a compact closed form. Substitution of (27) in (26) yields

$$
\begin{equation*}
D^{u}(r, \theta)=\varepsilon_{0} \lim _{M, N \rightarrow \infty} \sum_{n=0}^{N} \sum_{m=0}^{M} d_{m, n}^{u} P_{n}(\cos \theta) \hat{H}_{m}(k r) \tag{29}
\end{equation*}
$$

where
$d_{m, 2 l}^{u}=\sum_{s=0}^{\infty}\left\{\begin{array}{l}\sum_{h_{n}=\operatorname{Max}\left(l-h_{s}, 0\right)}^{h_{s}+l} c_{s} e_{m, 2 h_{n}}^{u} \varsigma\left(h_{n}+h_{s}-l, 2 h_{n}, 2 h_{s}\right) \\ \sum_{h_{s}} s=2 h_{s} \\ \sum_{h_{n}=\operatorname{Max}\left(l-h_{s}-1,0\right)}^{h_{s}+l} c_{s} e_{m, 2 h_{n}+1}^{u} \varsigma\left(h_{n}+h_{s}-l+1,2 h_{n}+1,2 h_{s}+1\right) \\ s=2 h_{s}+1\end{array}\right.$
$d_{m, 2 l+1}^{u}=\sum_{s=0}^{\infty}\left\{\begin{array}{r}\sum_{h_{n}=0}^{\sum_{\operatorname{Max}\left(l-h_{s}, 0\right)}+l} c_{s} e_{m, 2 h_{n}+1}^{u} \varsigma\left(h_{n}+h_{s}-l, 2 h_{n}+1,2 h_{s}\right) \\ s=2 h_{s} \\ \sum_{h_{s}+l+1}^{\sum_{h_{n}}=\operatorname{Max}\left(l-h_{s}, 0\right)} c_{s} e_{m, 2 h_{n}}^{u} \varsigma\left(h_{n}+h_{s}-l, 2 h_{n}, 2 h_{s}+1\right) \\ s=2 h_{s}+1\end{array}\right.$
$l=0,1,2, \ldots$

With the help of (30), the desired expansion coefficients of (29) can be calculated. Since (29) is in the form of (17), it can be represented in a matrix form. So, we define three single-column matrices $\left[f^{u}\right]$ which accommodate the expansion coefficients of $D^{u}(r, \theta)$. Note that again we sort these coefficients according to the index pairs given by (18) and (19). Using these matrices and after some algebraic manipulations, we obtain

$$
\begin{equation*}
\left[d^{u}\right]=\varepsilon_{0} \mathbb{N}^{2}\left[e^{u}\right] \tag{31}
\end{equation*}
$$

Here, the matrix $\mathbb{N}^{2}$ has $K$ rows and $K$ columns and is comprised of $(M+1) \times(M+1)$ sub-matrices as follows

$$
\begin{equation*}
\mathbb{N}^{2}=\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{N}^{\prime 2} \tag{32}
\end{equation*}
$$

In which the entries of the sub-matrix $\mathbb{N}^{\prime 2}$ are determined with the help of (30).

### 2.4. Matrix Formulation of Maxwell's Equations

Using the matrices introduced in the previous sections, we are now able to derive the desired formulations. For this purpose, the proposed solution given by (17) along with the constitutive relations (24) and (25) are substituted in Maxwell's equations. Elimination of the $\left[\mathcal{E}^{r}(r, \theta)\right]$ and $\left[\mathcal{H}^{r}(r, \theta)\right]$ in the matrix representation of Maxwell's equations, and reformulating it based on $\left[\mathcal{E}^{\varphi}(r, \theta)\right]$ and $\left[\mathcal{H}^{\varphi}(r, \theta)\right]$, we will achieve to

$$
\begin{align*}
& \left\{\frac{d^{2}}{d r^{2}}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right]\right. \\
& +\omega^{2} \mu_{0} \varepsilon_{0}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right] \mathbb{N}^{2} \\
& -\frac{1}{r^{2}}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right] \\
& \left.\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left[\mathbb{I}_{(N+1) \times(N+1)}-\mathbb{P}_{d \sin } \mathbb{P}_{\text {cos }}-\mathbb{P}_{\sin ^{2}} \mathbb{P}_{d^{2}}\right]\right]\right\}\left[e^{\varphi}\right]=0  \tag{33}\\
& \left\{\frac{d^{2}}{d r^{2}}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right] \mathbb{N}^{-2}\right. \\
& +\omega^{2} \mu_{0} \varepsilon_{0}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right] \\
& \frac{1}{r^{2}}\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left(-\mathbb{P}_{\cos }+\mathbb{P}_{d \sin }\right)\right] \\
& \left.+\mathbb{N}^{-2}\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left(\mathbb{P}_{\cos }+\mathbb{P}_{d \sin }\right)\right]\right\}\left[h^{\varphi}\right]=0 \tag{34}
\end{align*}
$$

where $\mathbb{P}_{\sin ^{2}}=\mathbb{I}_{(N+1) \times(N+1)}-\mathbb{P}_{\text {cos }}^{2}, \mathbb{P}_{d \sin }=-\mathbb{P}_{\sin ^{2}} \mathbb{P}_{d}$, and $\mathbb{P}_{d^{2}}=$ $-\mathbb{P}_{\cos } \mathbb{P}_{d}+\mathbb{P}_{\sin ^{2}} \mathbb{P}_{d}^{2}$.

As mentioned previously, the Schelkunoff functions are solutions to the differential equations (33) and (34). So, $\hat{H}_{m}^{(1)}(k r)$ or $\hat{H}_{m}^{(2)}(k r)$ can be employed for incoming and outgoing traveling waves along $\hat{r}$, respectively. Here, $k$ is the mode propagation constant which will be determined later.

Now, we turn our attentions to the spatial derivative of various field components with respect to $r$. With the help of (16), matrix equivalent of $\frac{\partial}{\partial r} F^{u}(r, \theta)$ can be represented as shown in Table 2. Also, the matrix equivalent to $\frac{1}{r^{2}} F^{u}(r, \theta)$ is given in Table 2 which is calculated by the help of (13). After applying the relations of Table 2 and after some algebraic manipulations, we arrive at the following

Table 2. Matrix operations equivalent to commonly appearing operations for non-radial components on $F^{u}(r, \theta)$.

| Operation on $F^{u}(r, \theta)$ | Equivalent matrix operation |
| :---: | :---: |
| $\frac{1}{r^{2}} F^{u}(r, \theta)$ | $k^{2}\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}(\theta)\right]$ |
|  | $\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]$ |
|  | $\left.\mathbb{H}_{\frac{1}{r^{2}}} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[f^{u}\right]$ |
| $\frac{\partial}{\partial r} F^{u}(r, \theta)$ | $k\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}(\theta)\right]$ |
|  | $\left[\mathbb{H}(k r) \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]$ |
|  | $\left[\mathbb{H}_{d} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[f^{u}\right]$ |
| where $\mathbb{H}_{d_{m, n}}= \begin{cases}\delta & m=n=1 \\ \frac{l+1}{2 l+1} & m=l, n=l+1 \\ \frac{2-l}{2 l-3} & m=l, n=l-1\end{cases}$ | $\mathbb{H}_{\frac{1}{r^{2}}}{ }_{m, n}= \begin{cases}\delta & m=1, n=2 \\ \frac{\delta}{3} & m=2, n=1 \\ \frac{1}{(2 l-3)(2 l-5)} & m=l, n=l-2 \\ \frac{2}{(2 l-3)(2 l+1)} & m=n=l \\ \frac{1}{(2 l+1)(2 l+3)} & m=l, n=l+2\end{cases}$ |
| $\text { for } l=1,2, \ldots, N+1 \text {. }$ <br> $\delta$ equals to $+i$ or $-i$ for corresponding $\hat{H}_{m}^{(1)}(k r)$ and $\hat{H}_{m}^{(2)}(k r)$, respectively. |  |
|  |  |

eigen-equations for $\left[e^{\varphi}\right]$ and $\left[h^{\varphi}\right]$

$$
\begin{align*}
& \left\{k^{2}\left[\mathbb{H}_{d}^{2} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right]\right. \\
& +\omega^{2} \mu_{0} \varepsilon_{0}\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right] \mathbb{N}^{2}-k^{2}\left[\mathbb{H}_{\frac{1}{r^{2}}} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right] \\
& \left.\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left[\mathbb{I}_{(N+1) \times(N+1)}-\mathbb{P}_{d \sin } \mathbb{P}_{\cos }-\mathbb{P}_{\sin ^{2}} \mathbb{P}_{d^{2}}\right]\right]\right\}\left[e^{\varphi}\right]=0 \tag{35}
\end{align*}
$$

$$
\left\{k^{2}\left[\mathbb{H}_{d}^{2} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right] \mathbb{N}^{-2}\right.
$$

$$
+\omega^{2} \mu_{0} \varepsilon_{0}\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes \mathbb{P}_{\sin ^{2}}\right]
$$

$$
+k^{2}\left[\mathbb{H}_{\frac{1}{r^{2}}} \otimes \mathbb{I}_{(N+1) \times(N+1)}\right]\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left(-\mathbb{P}_{\cos }+\mathbb{P}_{d \sin }\right)\right]
$$

$$
\begin{equation*}
\left.\mathbb{N}^{-2}\left[\mathbb{I}_{(M+1) \times(M+1)} \otimes\left(\mathbb{P}_{\cos }+\mathbb{P}_{d \sin }\right)\right]\right\}\left[h^{\varphi}\right]=0 \tag{36}
\end{equation*}
$$

By solving (35) and (36), the propagation constant $k$ as well as the complex amplitudes of $\left[e^{\varphi}\right]$ and $\left[h^{\varphi}\right]$ can be achieved. The remaining
two components of the fields can be calculated with the help of

$$
\begin{align*}
{\left[h^{\theta}\right] } & =\frac{k}{i \omega \mu_{0}}\left[\mathbb{H}_{d}^{\otimes} \mathbb{I}_{(N+1) \times(N+1)}\right]\left[e^{\varphi}\right]  \tag{37}\\
{\left[e^{\theta}\right] } & =\frac{-k}{i \omega \varepsilon_{0}} \mathbb{N}^{-2}\left[\mathbb{H}_{d}^{\otimes} \mathbb{I}_{(N+1) \times(N+1)}\right]\left[h^{\varphi}\right] \tag{38}
\end{align*}
$$

In summary, the following steps are to be taken for a full-wave modal analysis of a given conical dielectric waveguide:

Step 1: Construction of $\mathbb{N}^{\prime 2}$ using the expansion coefficients of $\varepsilon_{r}(\theta)$, i.e., $c_{m}$ in (30),
Step 2: Construction of $\mathbb{P}_{d}$ and $\mathbb{P}_{\text {cos }}$ with the help of Table 1,
Step 3: Construction of $\mathbb{H}_{\frac{1}{r^{2}}}$ and $\mathbb{H}_{d}$ with the help of Table 2,
Step 4: Calculation of the propagation constant and the complex amplitudes of $\mathrm{TE}_{r}$ and $\mathrm{TM}_{r}$ electromagnetic fields applying (35) and (37) or (36) and (38).

## 3. NUMERICAL RESULTS

To verify the proposed modal analysis, we have analyzed the configuration shown in Figure $3(\mathrm{a})$ in which a conical multilayer waveguide is terminated by two spherical conductors at $R_{1}$ and $R_{2}$ to form a resonator. In this example, the layers of the conical waveguide have a relative permittivity of $\varepsilon_{r_{1}}=2.25, \varepsilon_{r_{2}}=5.5$, $\varepsilon_{r_{3}}=2.1$, and $\varepsilon_{r_{4}}=3.78$ with the apex angles of $2 \alpha_{1}=2 \tan ^{-1}\left(\frac{1}{2}\right)$, $2 \alpha_{2}=2 \tan ^{-1}(1), 2 \alpha_{3}=2 \tan ^{-1}\left(\frac{3}{2}\right)$, and $2 \alpha_{4}=2 \tan ^{-1}(2)$, respectively. We have first determined the mode propagation constant $k$ of the fundamental $\mathrm{TM}_{r}$ and $\mathrm{TE}_{r}$ modes of the conical waveguide by solving (35) and (36) for $M=N=12$. Then, the mode propagation constant $k$ is used to calculate the resonance frequency of the resonator shown in Figure 3(a). The resonance frequency is determined for various values of $R_{1}$ and $R_{2}$. This result is shown in the normalized form in Figure 3(b). The horizontal and vertical axes of this diagram are, respectively, $\frac{2 \pi R_{1}}{\lambda_{r}}$ and $\frac{2 \pi R_{2}}{\lambda_{r}}$ where $\lambda_{r}$ is the wavelength at the resonance frequency. Conversely, for a given $\lambda_{r}$, every point of this diagram can be chosen as the working point from which the corresponding $R_{1}$ and $R_{2}$ are determined. To verify our results, the same resonator is also analyzed with the commercial software High Frequency Structure Simulator (HFSS) which is based on the method of finite element. The resonator has been analyzed for nine discrete values $\left(R_{2}-R_{1}\right)=5,5.5,6,6.5,7,7.5,8,8.5 \mathrm{~mm}$ and 9 mm while $R_{1}$ has been kept constant at 10 mm . After the


Figure 3. (a) A resonator compromised of a multilayer conical dielectric waveguide between two perfect conducting spheres. (b) Normalized resonance frequency of the first mode for $\varepsilon_{r_{1}}=2.25$, $\varepsilon_{r_{2}}=5.5, \varepsilon_{r_{3}}=2.1$, and $\varepsilon_{r_{4}}=3.78$ with the apex angles of $2 \alpha_{1}=2 \tan ^{-1}\left(\frac{1}{2}\right), 2 \alpha_{2}=2 \tan ^{-1}(1), 2 \alpha_{3}=2 \tan ^{-1}\left(\frac{3}{2}\right)$, and $2 \alpha_{4}=$ $2 \tan ^{-1}(2)$. Solid line and dashed line represent our numerical results for $\mathrm{TM}_{r}$ and $\mathrm{TE}_{r}$ modes, respectively. Similarly, $\times$ and $\bullet$ show the results obtained using HFSS.
above mentioned normalization, the resonance frequencies calculated by HFSS for various $\frac{2 \pi R_{1}}{\lambda_{r}}$ and $\frac{2 \pi R_{2}}{\lambda_{r}}$ are also depicted in Figure 3(b). As can readily be seen in Figure $3(\mathrm{~b})$, the HFSS results and those obtained using our modal analysis are in agreement. We should also mention that the computation of the mode propagation constant $k$ for $M=12$ and $N=12$ required 0.18 seconds for each $R_{1}$ and $R_{2}$ while HFSS computation at this value of $R_{1}$ and $R_{2}$ with approximately 40,000 tetrahedra requires 320 seconds on the same PC. It must be mentioned that increasing $M$ and $N$ beyond 12 does not affect the value of the mode propagation constant $k$ significantly.

As a second example, we have analyzed a biconical dielectric waveguide the configuration of which is shown in Figure 4(a). Each cone of this structure has a relative permittivity of $\varepsilon_{r}=2.25$ and an apex angle of $2 \alpha=2 \tan ^{-1}\left(\frac{1}{2}\right)$. Here, the gray scale corresponds to magnitude of the $E^{\theta}$ for the first three $\mathrm{TM}_{r}$ modes. The borders of dielectric waveguide are specified by solid lines. Figure $4(\mathrm{~b})$ shows the antenna mode of the biconical in which the distribution of the transverse electric field is mainly concentrated between the two dielectric cones. In the waveguide mode, the electric


Figure 4. (a) A biconical dielectric waveguide constituted of $\varepsilon_{r}=2.25$ with an apex angle of $2 \alpha=2 \tan ^{-1}\left(\frac{1}{2}\right)$ in free space. (b), (c), and (d) visualize the spatial distribution of $E^{\theta}$ for the first three $\mathrm{TM}_{r}$ modes in $x z$-plane.
field distribution concentrates in the dielectric cones as shown in Figure 4(c). Electromagnetic wave can propagate with a combination of antenna mode and waveguide mode, as shown in Figure 4(d).

## 4. CONCLUSION

We proposed a semi-analytical modal analysis for a multilayer conical dielectric waveguide after expanding the electric and magnetic fields on the basis of the Legendre polynomials and Schelkunoff functions. By applying a matrix representation of Maxwell's equations, we arrived at eigen-equations for the transverse (non-radial) components of the electromagnetic field and used their eigen-values and eigen-vectors to determine the propagation constant and the spatial distribution of various modes of a conical dielectric waveguide. Since there is no assumption on the values of dielectric constants in each layer of
conical waveguide, our numerical method can be used to analyze the structures with lossy dielectrics or the structures with negative dielectric constants such as plasmonic conical waveguides.

Verification of our numerical method has been done by calculating the resonance frequencies of resonators which are constituted of single layer dielectric waveguides. These results are in good agreement with those computed by HFSS. Because of its nature, our numerical method is by far faster than the FEM. A biconical dielectric waveguide has also been analyzed, and its modes are studied in detail.
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