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TION IN THE PRESENCE OF MUTUAL COUPLING
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Abstract—Recent research on the array geometrical configuration
shows that the two L-shaped array (TLSA) has a lower Cramer-
Rao Low-Bound (CRLB) of two-dimensional (2-D) directions-of-arrival
(DOAs) estimation than other array configurations. However, in
this array configuration, there are some problems to note: i) three
electric angles are independently obtained from three uniformly linear
subarrays on three axes, so they must be matched before solving
elevation and azimuth angles from them; ii) Similar to other array
geometries, the effect of mutual coupling in the TLSA on the estimation
performance cannot be ignored; and iii) the conventional elevation
estimators may encounter estimation failure.

In this paper, we develop a new TLSA-based 2-D DOAs estimation
algorithm. The key points of this paper are: i) using some particularly
selecting matrices, a trilinear model is constructed to compensate the
effect of mutual coupling on three subarrays. In addition, the steering
vector is restored using the trilinear alternating least square method;
ii) 2-D DOAs are estimated from the properly chosen elements of the
restored steering vector to avoid pairing parameters and the severe
performance degradation resulted from the failure in pairing; and
iii) a new elevation estimator is designed to avoid estimation failure.
Simulation results are presented to validate the performance of the
proposed method.
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1. INTRODUCTION

Estimation of two-dimensional (2-D) directions-of -arrival (DOAs)
plays an important role in array signal processing fields such as
mobile communication, radar, sonar, and radio astronomy [1–5].
This issue can be divided into several topics: i) array geometry [3–
8]; ii) estimation method [9–12]; iii) match of separately obtained
estimations [13–26] (Note that parameter match operation is a key step
in the 2-D DOAs estimation problem, and the failure in pairing will
cause severe performance degradation); iv) the mutual coupling effect
among multiple sensors can not be ignored since it may cause severe
performance degradation [27–37], as shown in the linear array [32, 35],
the circular array [27–29], the rectangular array [30], and the hexagon
array [31]; and v) the estimation failure problem, i.e., the elevation

estimator α̂l = asin(
√

γ̂2
l + φ̂2

l λ/(2πd)) may fail since the estimation

of {γl, φl} causes
√

γ̂2
l + φ̂2

l λ/(2πd) > 1, especially when elevation
angle is between 70◦ and 90◦ that is often encountered in mobile
communication, as shown in [8, 16].

Comparing with the parallel uniform linear array, the rectangular
array, and the circular array, the L-shaped array (LSA) [6–8, 13–
15, 25], especially two L-shaped array (TLSA) [6, 8], has received a
significant amount of attention due to some advantages in low CRLB [6]
and independent implementation of multiple uniform linear subarrays.
Tayem and Kwon proposed a TLSA-based propagator method for 2-
D DOAs estimation [8]. However, it cannot provide a reasonable
mechanism on matching the separately obtained estimations [13, 15]
(i.e., the third topic of the above-mentioned estimation issue). Besides,
it does not consider the mutual coupling effect among multiple sensors
(i.e., the fourth topic of the above-mentioned estimation issue) [8].

In this paper, we develop a new TLSA-based 2-D DOAs estimation
algorithm. The key points of this paper are: i) using some particularly
selecting matrices, a trilinear model is constructed to compensate the
effect of mutual coupling on three subarrays. In addition, the steering
vector is restored using the trilinear alternating least square method;
ii) 2-D DOAs are estimated from the properly chosen elements of the
restored steering vector to avoid pairing parameters and the severe
performance degradation resulted from the failure in pairing; and iii)
a new elevation estimator is designed to avoid estimation failure.

In fact, Sidiropoulos et al. have developed a rectangular array-
based 2-D DOAs estimation method using the trilinear model [40].
We stress that there are some obvious differences between the method
in [40] and the proposed algorithm except the common use of the
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trilinear model: i) difference array configurations. Note that there
exists obvious rotational invariance property in the rectangular array
configuration to form a trilinear model [40]. However, the proposed
algorithm forms the trilinear model from three orthogonal subarrays
(without any commonly rotational invariance characteristics) using
the eigenvalue decomposition operation, pseudo-inverse operation, and
some particularly selecting matrices; ii) on the estimation failure
problem. The method in [40] encountered the estimation failure from

the elevation estimator α̂l = asin(
√

γ̂2
l + φ̂2

l λ/(2πd)). However, the
proposed algorithm uses the two L-shaped array and three electric
angles to form a new estimator, thus avoiding estimation failure; and
iii) the proposed algorithm considers the effect of mutual coupling,
which is not considered in [40].

The rest of this paper is organized as follows. The signal model
is introduced in Section 2. A new algorithm is developed in Section 3.
Simulation results are presented in Section 4. Conclusions are drawn
in Section 5.

2. SIGNAL MODEL AND TRILINEAR MODEL

2.1. Signal Model

Consider two L-shaped array (TLSA) of 3M+1 omnidirectional sensors
with element spacing d shown in Fig. 1 [6, 8]. The element placed at
the origin is set for the referencing point. The array consists of two
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Figure 1. Two L-shaped array configuration.
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L-shaped subarrays, one being in the x-z plane and another being in
the y-z plane. Assume that L far-field narrowband sources impinging
on the TLSA. Let αl and βl be the elevation and azimuth angles of the
lth source, and thus the wave vector κl containing DOA information
can be defined as [16]

κl = [sinαl cosβl, sinαl sinβl, cosαl] , l = 1, . . . , L. (1)

In the rest of this paper, the (m, p, q)th sensor stands
for the element with coordinates (md, pd, qd), where (m, p, q) ∈
{(1, 0, 0), . . . , (M, 0, 0), (0, 0, 0), (0, 1, 0), . . . , (0,M, 0), (0, 0, 1), . . . , (0, 0,
M)}. Let C denotes the mutual coupling matrix, thus the output of
the TLSA can be expressed as:

r(k)=CAs(k)+n(k)=
L∑

l=1

Ca(γl, φl, ϑl)sl(k)+n(k) k=0, . . . , K−1,

(2)
where r(k), A, s(k), and n(k) stand for the received signal vector, the
ideal steering matrix, the source signal vector, and the noise vector,
respectively. They can be expressed as

r(k) = [r1,0,0(k) . . . rM,0,0(k) r0,0,0(k)r0,1,0(k) . . . r0,M,0(k)
r0,0,1(k) . . . r0,0,M (k)] , (3)

A = [a(γ1, φ1, ϑ1) . . .a(γl, φl, ϑl) . . .a(γL, φL, ϑL)] , (4)

s(k) = [s1(k), . . . , sl(k), . . . , sL(k)]T , (5)

a(γl, φl, ϑl) =
[
ejγl . . . ejMγl 1 ejφl . . . ejMφl ejϑl . . . ejMϑl

]T
, (6)

and

n(k) = [n1,0,0(k) . . . nM,0,0(k) n0,0,0(k) n0,1,0(k) . . . n0,M,0(k)

n0,0,1(k) . . . n0,0,M (k)]T , (7)

and three electric angles γl, φl, and ϑl (being functions of elevation
angle αl and azimuth angle βl):

γl = −2πd sinαl cosβl/λ, (8)
φl = −2πd sinαl sinβl/λ, (9)

and
ϑl = −2πd cosαl/λ. (10)

References [30, 36, 37] show that the coupling between neighboring ele-
ments with the same interspace is almost the same, and the magnitude
of the mutual coupling coefficient between two distant elements is so
small that it can be approximated to zero. Thus, it is often sufficient



Progress In Electromagnetics Research, Vol. 112, 2011 277

to consider the coupling model with just a few nonzero coefficients and
a banded symmetric Toeplitz matrix can be used as the model for the
mutual coupling coefficients. Similar to [30, 36, 37], this paper assumes
that the (m, p, q)th sensor is only affected by the sensors inside or on
the related sphere centered at (md, pd, qd) and with radius

√
2d (Al-

though we assume each sensor is affected by those within the range√
2d in this paper, the proposed algorithm can be tuned to be applica-

ble to other ranges), i.e., the (m, p, q)th sensor is affected by the (m +
∆m, p + ∆p, q + ∆q)th sensor if and only if ∆m,∆p,∆q ∈ {−1, 0, 1},√

(∆m)2 + (∆p)2 + (∆q)2 < 2, and (m + ∆m, p + ∆p, q + ∆q) ∈
{(1, 0, 0), . . . , (M, 0, 0), (0, 0, 0), (0, 1, 0), . . . , (0,M, 0), (0, 0, 1), . . . , (0, 0,
M)}. For example, the (0, 1, 0)th sensor is affected by the (0, 2, 0)th,
(0, 0, 0)th, (1, 0, 0)th, and (0, 0, 1)th sensors, whereas the (0, 2, 0)th sen-
sor is affected by the (0, 1, 0)th, and (0, 3, 0)th sensors. Note that when
m ≥ 2, the (m, 0, 0)th sensor is affected only by the (m+1, 0, 0)th and
(m − 1, 0, 0)th sensors, and no longer affected by other sensors. The
similar case holds for q ≥ 2 or p ≥ 2. The mutual coupling matrix C
can be represented as:

C =




D1 d3 D2 D2

dT
3 1 dT

3 dT
3

D2 d3 D1 D2

D2 d3 D2 D1


 , (11)

where the M ×M -dimensional mutual coupling matrix D1 within any
subarray is a banded symmetric Toeplitz matrix, i.e.,

D1 =




1 c1 0 0 . . . 0
c1 1 c1 0 . . . 0
0 c1 1 c1 . . . 0
...

. . . . . . . . . . . .
...

0 . . . 0 c1 1 c1

0 . . . 0 0 c1 1




M×M

, (12)

d3 =
[

c1 0︸︷︷︸
M−1

]
, (13)

and the M ×M -dimensional mutual coupling matrix D2 between two
subarrays can be represented as:

D2 =




c2 0︸︷︷︸
1×(M−1)

0︸︷︷︸
(M−1)×1

0︸︷︷︸
(M−1)×(M−1)




M×M

. (14)
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The objective of this paper is to jointly estimate elevation angle
αl and azimuth angle βl for l = 1, . . . , L. Throughout the paper, the
following hypotheses are assumed to hold:

1) The source signals are uncorrelated ones;
2) The sensor noise is additive white Gaussian one with zero-mean

and independent of the source signals;
3) For unique estimation, we require L < M − 2;
4) Element spacing d is not larger than half wavelength.

2.2. Trilinear Model [38–42]

Definition 1 : Consider a (I × J × K)-dimensional three-way array
(TWA) X = (D ⊗ H)WT (⊗ stands for Kronecker product) with
typical element xi,j,k and the F -component trilinear decomposition

xi,j,k =
F∑

f=1

di,fhj,fwk,f , (15)

for i = 1, . . . , I, j = 1, . . . , J , and k = 1, . . . ,K, where di,f represents
the (i, f)th element of (I × F )-dimensional matrix D. Similarly, hj,f

and wk,f stand for the (j, f)th and (k, f)th elements of (J × F )
and (K × F )-dimensional matrices H and W, respectively. Eq. (15)
expresses xi,j,k as a sum of F rank-1 triple products; it is known as
trilinear analysis of xi,j,k.

Definition 2 : Let diagi(D) denotes a diagonal matrix composed
of the ith row of matrix D, and diag−1(Λ) stands for a row vector
made up of the diagonal elements of diagonal matrix Λ.

In a compact form, X can be expressed in terms of its 2-D slice
Xi ((J ×K)-dimensional matrix, i.e., Xi = [xi,:,:]) as:

Xi = Hdiagi(D)WT , i = 1, . . . , I. (16)

Under certain conditions, X can be decomposed uniquely into
matrices D, H, and W. These conditions are based on the notion of
Kruskal -rank.

Definition 3: The Kruskal rank (or k-rank) of matrix D is kD if
and only if every kD columns of D are linearly independent and either
D has kD columns or D contains a set of kD + 1 linearly dependent
columns. Note that Kruskal rank is always less than or equal to the
conventional matrix rank. If D is of full column rank, then it is also
of full k-rank [40].

Theorem 1 [40, 41] : Let Xi be defined as in Eq. (16). D, H, and
W can be recovered uniquely up to permutation and scaling ambiguity,
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irrespective of whether the elements of X are real values or complex
ones, as long as

kD + kH + kW ≥ 2F + 2, (17)

which is the well-known Kruskal’s condition. In fact, this result holds
for one source case, that is, L = 1, irrespective of Theorem 1, as long
as X does not contain an identically zero 2D slice along any dimension.

3. PROPOSED ALGORITHM

3.1. Analysis of the TLSA Configuration

For the TLSA configuration, a feasible solution is to firstly estimate
electric angles {γl, φl, ϑl} then to solve {αl, βl} from {γl, φl, ϑl}
(see Eqs. (6), (8)–(10) for details) due to the fact that {γl, φl, ϑl}
rather than {αl, βl} are more easily calculated from r(k). Although
{γx1, γx2, . . . , γxL}, {φy1, φy2, . . . , φyL}, and {ϑz1, ϑz2, . . . , ϑzL} can
be calculated from three uniform linear subarrays independently,
the pairing problem becomes evident since three permutations
{x1, x2, . . . , xL}, {y1, y2, . . . , yL}, {z1, z2, . . . , zL} of {1, 2, . . . , L}
may be different from each other [13, 15]. Furthermore, the effect
of mutual coupling on the DOA estimation performance can not be
ignored. Although many algorithms have been developed for one-
dimensional DOA estimation in the presence of mutual coupling,
there are few researches addressing 2-D case, especially for the L-
shaped array. Moreover, some researches show that the elevation

estimation α̂l = asin(
√

γ̂2
l + φ̂2

l λ/(2πd)) may fail since the estimation

of {γl, φl} may cause
√

γ̂2
l + φ̂2

l λ/(2πd) > 1, especially when elevation
angles lie within 70◦ and 90◦, which is often encountered in mobile
communication [8, 16].

To solve these problems, we consider: i) the three electric angles
{γl, φl, ϑl}must be correctly matched so that 2-D DOAs {αl, βl} can be
solved from Eqs. (8)–(10). In this work, we estimate the three electric
angles from the recovered steering vector to avoid the failure in pairing;
ii) in the TLSA configuration, three electric angles rather than two
ones can be used for solving elevation and azimuth angles, which can
enhance the flexibility of estimators and avoid estimation failure [8].
In this work, we design a new elevation angle estimator to avoid
estimation failure [16] using the three electric angles; and iii) using
some particularly selecting matrices, a trilinear model is constructed
to compensate the effect of mutual coupling on three subarrays.
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3.2. Analysis the Steering Vector in the Presence of Mutual
Coupling

To compensate the effect of mutual coupling, we set the
(0, 0, 0)th, (0, 1, 0)th, (1, 0, 0)th, (0, 0, 1)th, (M, 0, 0)th, (0, 0,M)th, and
(0,M, 0)th sensors as auxiliary ones.

Define the first (M − 2)× (3M + 1)-dimensional selecting matrix:

W1 =
[

0︸︷︷︸
(M−2)×1

I︸︷︷︸
(M−2)×(M−2)

0︸︷︷︸
(M−2)×(2M+2)

]
, (18)

and the output of the {(2, 0, 0), (3, 0, 0), . . . , (M − 1, 0, 0)}th sensors on
the x-axis can be represented as:

W1r(k) = W1 (CAs(k)+n(k))=
L∑

l=1

W1Ca(γl, φl, ϑl)sl(k)+W1n(k)

= [r2,0,0(k) r3,0,0(k) . . . rM−1,0,0(k)]T , (19)

where

W1Ca(γl, φl, ϑl) =




c1e
jγl + ej2γl + c1e

j3γl

c1e
j2γl + ej3γl + c1e

j4γl

...
c1e

j(M−3)γl + ej(M−2)γl + c1e
j(M−1)γl

c1e
j(M−2)γl + ej(M−1)γl + c1e

jMγl




=
(
c1e

jγl + ej2γl + c1e
j3γl

)




1
ejγl

...
ej(M−4)γl

ej(M−3)γl




= ξ(γl)




1
ejγl

...
ej(M−4)γl

ej(M−3)γl




(20)

and ξ(γl) = (c1e
jγl + ej2γl + c1e

j3γl), which can be considered as a dis-
turbance on the steering vector [ 1 ejγl . . . ej(M−4)γl ej(M−3)γl ]T

of virtual uniform linear array. From Eq. (17), we can see that al-
though the {(2, 0, 0), (3, 0, 0), . . . , (M − 1, 0, 0)}th sensors are affected
by the mutual coupling, there are still linear phase delay characteristics
among these sensors.

Similarly, we define the second (M − 2) × (3M + 1)-dimensional
selecting matrix:

W2 =
[

0︸︷︷︸
(M−2)×(M+2)

I︸︷︷︸
(M−2)×(M−2)

0︸︷︷︸
(M−2)×(M+1)

]
(21)
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and the output of the {(0, 2, 0), (0, 3, 0), . . . , (0,M − 1, 0)}th sensors on
the y-axis can be represented as:

W2r(k)=W2 (CAs(k) + n(k))=
L∑

l=1

W2Ca(γl, φl, ϑl)sl(k) + W2n(k)

=[r0,2,0(k) r0,3,0(k) . . . r0,M−1,0(k)]T (22)

where

W2Ca(γl, φl, ϑl) =




c1e
jφl + ej2φl + c1e

j3φl

c1e
j2φl + ej3φl + c1e

j4φl

...
c1e

j(M−3)φl + ej(M−2)φl + c1e
j(M−1)φl

c1e
j(M−2)φl + ej(M−1)φl + c1e

jMφl




=
(
c1e

jφl + ej2φl + c1e
j3φl

)




1
ejφl

...
ej(M−4)φl

ej(M−3)φl




= ξ (φl)




1
ejφl

...
ej(M−4)φl

ej(M−3)φl




(23)

and ξ(φl) =
(
c1e

jφl + ej2φl + c1e
j3φl

)
.

Define the third (M −2)× (3M +1)-dimensional selecting matrix:

W3 =
[

0︸︷︷︸
(M−2)×(2M+2)

I︸︷︷︸
(M−2)×(M−2)

0︸︷︷︸
(M−2)×1

]
(24)

and the output of the {(0, 0, 2), (0, 0, 3), . . . , (0, 0,M − 1)}th sensors on
the z-axis can be represented as:

W3r(k)=W3 (CAs(k) + n(k))=
L∑

l=1

W3Ca(γl, φl, ϑl)sl(k)+W3n(k)

=[ r0,0,2(k) r0,0,3(k) . . . r0,0,M−1(k) ]T (25)

where

W3Ca(γl, φl, ϑl) =




c1e
jϑl + ej2ϑl + c1e

j3ϑ

c1e
j2ϑ + ej3ϑl + c1e

j4ϑl

...
c1e

j(M−3)ϑl + ej(M−2)ϑl + c1e
j(M−1)ϑl

c1e
j(M−2)ϑl + ej(M−1)ϑ + c1e

jMϑl



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=
(
c1e

jϑl + ej2ϑl + c1e
j3ϑl

)




1
ejϑl

...
ej(M−4)ϑl

ej(M−3)ϑl




= ξ (ϑl)




1
ejϑl

...
ej(M−4)ϑl

ej(M−3)ϑl




(26)

and ξ(ϑl) =
(
c1e

jϑl + ej2ϑl + c1e
j3ϑl

)
.

Note that the disturbances of the three subarrays are different
from each other, i.e., ξ (γl) 6= ξ (φl) 6= ξ (ϑl), but there are linear phase
delay characteristics among the partly sensors in each subarray.

3.3. Constructing a Trilinear Model that Can Compensating
the Effect of Mutual Coupling

To develop a new joint estimation algorithm, we begin with the auto-
correlation matrix of r(k), which can be expressed as:

R = E
[
r(k)rH(k)

]
= ARsAH + σ2

nI3M+1, (27)

where Rs = E[s(k)sH(k)]. In the actual implementation, R must be

estimated from available K snapshots, i.e., R̂ = 1
K

K−1∑
k=0

r(k)rH(k).

The eigenvalue decomposition (EVD) of R̂ yields

R̂ = UVUH = UsVsUH
s + UnVnUH

n

= [u1, . . . ,u3M+1]diag[v1, . . . , v3M+1][u1, . . . ,u3M+1]H (28)

where V is the diagonal matrix with the eigenvalues arranged as
v1 ≥ . . . ≥ vL > vL+1 ≥ . . . ≥ v3M+1, the diagonal matrix Vs ∈ RL×L

is composed of eigenvalues v1, v2, . . . , vL; Us ∈ C(3M+1)×L, which
spans the signal subspace of R̂, consists of the eigenvectors related
to v1, v2, . . . , vL. Since the signal subspace Us is equal to the range
space of CA, there must exist a unique invertible matrix T, such that
Us = CAT.

Define an (M − 3)× (3M + 1)-dimensional selecting matrices:

W11 =


 0︸︷︷︸

(M−3)×1

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×(2M+3)


 . (29)

Multiplying W11 on both sides of Us = CAT yields

W11Us = W11CAT = B(γ)Ω1T, (30)
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where

B(γ) = [b(γ1) . . .b(γl) . . .b(γL)] , (31)

b(γl) =
[
1 ejγl . . . ej(M−4)γl

]T
, (32)

Ω1 = diag {ξ(γ1), . . . , ξ(γl), . . . , ξ(γL)} . (33)

Similar to W11, define five (M−3)×(3M+1)-dimensional selecting
matrices W12, W21, W22, W31, and W32 as follows:

W12 =


 0︸︷︷︸

(M−3)×2

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×(2M+2)


 (34)

W21 =


 0︸︷︷︸

(M−3)×(M+2)

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×(M+2)


 (35)

W22 =


 0︸︷︷︸

(M−3)×(M+3)

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×(M+1)


 (36)

W31 =


 0︸︷︷︸

(M−3)×(2M+2)

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×2


 (37)

W32 =


 0︸︷︷︸

(M−3)×(2M+3)

I︸︷︷︸
(M−3)×(M−3)

0︸︷︷︸
(M−3)×1


 (38)

Multiplying W12, W21, W22, W31, and W32 on both sides of
Us = CAT, respectively yields

W12Us = W12CAT = B(γ)Ω1Φ1T, (39)
W21Us = W21CAT = B(φ)Ω2T, (40)
W22Us = W22CAT = B(φ)Ω2Φ2T, (41)
W31Us = W31CAT = B(ϑ)Ω3T, (42)
W32Us = W32CAT = B(ϑ)Ω3Φ3T, (43)

where

B(φ) = [b(φ1) . . .b(φl) . . .b(φL)] , (44)

b(φl) =
[
1 ejφl . . . ej(M−4)φl

]T
, (45)

B(ϑ) = [b(ϑ1) . . .b(ϑl) . . .b(ϑL)] , (46)
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b(ϑl) =
[
1 ejϑl . . . ej(M−4)ϑl

]T
, (47)

Ω2 = diag {ξ(φ1), . . . , ξ(φl), . . . , ξ(φL)} , (48)
Ω3 = diag {ξ(ϑ1), . . . , ξ(ϑl), . . . , ξ(ϑL)} , (49)
Φ1 = diag

{[
ejγ1 ejγ2 . . . ejγL

]}
, (50)

Φ2 = diag
{[

ejφ1 ejφ2 . . . ejφL

]}
, (51)

Φ3 = diag
{[

ejϑ1 ejϑ2 . . . ejϑL

]}
. (52)

where diag {·} stands for a square diagonal matrix.
From equation pairs ((30), (39)), ((40), (41)), and ((42, (43)), we

can obtain

W11Us = B(γ)Ω1T ⇒ B(γ)Ω1 = W11UsT−1

⇒ W12Us = W11UsT−1Φ1T ⇒ T−1Φ1T = (W1Us)#W2Us (53)
W21Us = B(φ)Ω2T ⇒ B(φ)Ω2 = W21UsT−1

⇒ W22Us = W21UsT−1Φ2T ⇒ T−1Φ2T = (W3Us)#W4Us (54)
W31Us = B(ϑ)Ω3T ⇒ B(ϑ)Ω3 = W31UsT−1

⇒ W32Us = W31UsT−1Φ3T ⇒ T−1Φ3T = (W5Us)#W6Us (55)

where (·)# stands for pseudo-inverse. Similar to (16), we define
a (3× L× L)-dimensional TWA X, whose 2D slices ((L× L)-
dimensional matrix) can be represented in a pseudo-inverse form as

X1 = (W1Us)#W2Us = T−1Φ1T, (56)

X2 = (W3Us)#W4Us = T−1Φ2T, (57)

X3 = (W5Us)#W6Us = T−1Φ3T. (58)

Note that an (3× L× L)-dimensional TWA X can be represented
in a compact form as

X = (D⊗H)WT , (59)

where W = TT , H = T−1, and

D =




diag−1 (Φ1)
diag−1 (Φ2)
diag−1 (Φ3)


 . (60)

As one of the methods for fitting trilinear model, trilinear
alternating least squares (TALS) approach [40–42] is appealing
primarily because it is guaranteed to converge monotonically but also
because of its relative simplicity (no parameter to tune, and each
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step solves a standard least square problem) and good performance.
The basic idea behind this method for trilinear model fitting is to
update a subset of parameters using least squares regression every
time, while keeping the other previous parameter estimates fixed. Such
an alternating projections-type procedure is iterated for all subsets of
parameters until the convergence is achieved.

The cost function of the trilinear model in Eq. (59) can be
represented in a Forbenius norm-type form as:

min
W

∥∥∥∥∥

[ X1

X2

X3

]
−

[ Hdiag1(D)
Hdiag2(D)
Hdiag3(D)

]
WT

∥∥∥∥∥

2

F

(61)

It follows that the conditional (while keeping H and D fixed) least
squares update for W is

W =







Hdiag1

(
D̂

)

Hdiag2

(
D̂

)

Hdiag3

(
D̂

)




#

[
X1

X2

X3

]



T

. (62)

Similarly, from the second way of slicing the 3-D data Yl =
Wdiagl(H)DT , l = 1, 2, . . . , L, the cost function can be formed as
following:

min
D

∥∥∥∥∥∥∥∥




Y1

Y2
...

YL


−




Wdiag1(H)
Wdiag2(H)

...
WdiagL(H)


DT

∥∥∥∥∥∥∥∥

2

F

. (63)

It follows that the conditional (while keeping H and W fixed) least
squares update for D is

D =







Wdiag1(H)
Wdiag2(H)

...
WdiagL(H)




# 


Y1

Y2
...

YL







T

. (64)

Finally, from the third way of slicing the 3-D data Zl = Ddiagl(W)HT ,
l = 1, 2, . . . , L, the cost function can be formed as following:

min
H

∥∥∥∥∥∥∥∥




Z1

Z2
...

ZL


−




Ddiag1(W)
Ddiag2(W)

...
DdiagL(W)


HT

∥∥∥∥∥∥∥∥

2

F

. (65)
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It follows that the conditional (while keeping D andW fixed) least
squares update for H is

H =







Ddiag1(W)
Ddiag2(W)

...
DdiagL(W)




# 


Z1

Z2
...

ZL







T

. (66)

According to Eqs. (62), (64), and (66), the matrices D, H, and
W are not updated with least squares until convergence. Thus, the
steering matrix CA can be restored as follows:

CA = UsĤ (67)

Based on Eqs. (20), (23), and (26), γl, φl, and ϑl can be given
from CA as follows:

γ̂l =
1

M − 3

M−2∑

i=2

∠
(

CA(i + 1, l)
CA(i, l)

)
, (68)

φ̂l =
1

M − 3

2M−1∑

i=M+3

∠
(

CA(i + 1, l)
CA(i, l)

)
, (69)

ϑ̂l =
1

M − 3

3M−1∑

i=2M+3

∠
(

CA(i + 1, l)
CA(i, l)

)
. (70)

As shown in [8, 16], since the imperfect estimation of (γ̂l, φ̂l)

can results in λ
2πd

√
γ̂2

l + φ̂2
l being greater than unity especially when

elevation angles are between 70◦ and 90◦, causing the calculation of

asin(.) to fail [8, 16], the conventional estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l )

will break down, i.e., estimation failure. In addition, note that even
if the estimation successes when elevation angles are between 70◦ and
90◦, the estimation accuracy in the region [70◦, 90◦] is lower than other
regions [16]. Furthermore, although there is no estimation failure for
the estimator acos(− λϑ̂l

2πd) when elevation angles are between 0◦ and

20◦, the estimation accuracy of the estimator acos(− λϑ̂l
2πd) in the region

[0◦, 20◦] is lower than other regions [8] (see the first experiment for
details).

How to design an efficient estimator, which can: i) avoid the

estimation failure and low estimation accuracy of asin( λ
2πd

√
γ̂2

l + φ̂2
l )

for the region [70◦, 90◦] ; and ii) avoid the low estimation accuracy of
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acos
(
− λϑ̂l

2πd

)
for the region [0◦, 20◦]? Note that sin(70◦) = cos(20◦) ≈

0.9, which provides an important clue for designing the above-
mentioned estimator. Therefore, this paper combines acos(− λϑ̂l

2πd) and

asin( λ
2πd

√
γ̂2

l + φ̂2
l ), sets the threshold 0.9, and give the new estimator

by for elevation angle as follows:

αl =





1
2

{
acos

(
−λϑ̂l
2πd

)
+ asin

(
λ

2πd

√
γ̂2

l + φ̂2
l

)}

if
(∣∣∣ λϑ̂l

2πd

∣∣∣ < 0.9
)

and
(∣∣∣∣ λ

2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ < 0.9
)

acos
(
−λϑ̂l
2πd

)

if
(∣∣∣ λϑ̂l

2πd

∣∣∣ < 0.9
)

and
(∣∣∣∣ λ

2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ ≥ 0.9
)

asin
(

λ
2πd

√
γ̂2

l + φ̂2
l

)

if
(∣∣∣ λϑ̂l

2πd

∣∣∣ ≥ 0.9
)

and
(∣∣∣∣ λ

2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ < 0.9
)

failure

if
(∣∣∣ λϑ̂l

2πd

∣∣∣ ≥ 0.9
)

and
(∣∣∣∣ λ

2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ ≥ 0.9
)

, (71)

The related azimuth angle estimator is given as follows:

βl = atan
(

φl

γl

)
. (72)

3.4. Discussion

Although the total TLSA is affected by mutual coupling and the
disturbances of the three subarrays are different from each other
(i.e., ξ (γl) 6= ξ (φl) 6= ξ (ϑl)), a trilinear model is constructed to
compensate the effect of mutual coupling on the three subarrays using
some particularly selecting matrices.

After the unique invertible matrix T is obtained from the
constructed trilinear model, the steering vector related to any source is
restored. γ̂l, φ̂l, and ϑ̂l obtained from the restored steering vector are
related to the same source, thus the proposed algorithm avoids pairing
parameters.

The estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l ) may fail and has low estimation

accuracy in the region [70◦, 90◦], and the estimator acos(− λϑ̂l
2πd) has low

estimation accuracy in the region [0◦, 20◦]. But the newly designed
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estimator makes use of the advantages of these two conventional
estimators and avoids their disadvantages. Hence, the proposed
estimator can avoid estimation failure. For completion, Eq. (71) gives

all the combinations of
∣∣∣ λϑ̂l
2πd

∣∣∣ and
∣∣∣∣ λ
2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣. In fact,
∣∣∣ λϑ̂l
2πd

∣∣∣ =
∣∣∣λ×(−2πd cos α̂l/λ)

2πd

∣∣∣ = cos α̂l and
∣∣∣∣ λ
2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ = sin α̂l. When cos α̂l

is greater than 0.9, sin α̂l is certainly smaller than 0.9. Therefore, the

possibility of (
∣∣∣ λϑ̂l
2πd

∣∣∣ ≥ 0.9) and (
∣∣∣∣ λ
2πd

√
γ̂2

l + φ̂2
l

∣∣∣∣ ≥ 0.9) is zero and the

proposed algorithm can efficiently avoids estimation failure.

4. SIMULATION RESULTS

To verify the effectiveness of the proposed algorithm, we implement
the following experiments. In the former three experiments without
mutual coupling, we consider two L-shaped array with 16 elements
with element spacing d = λ/2. Since some sensors are selected as
auxiliary sensors in the presence of mutual coupling, we consider two
L-shaped array with 25 elements in the fourth experiment.

In the first experiment, we consider a single source case (ej0.2πk):
elevation angle α and azimuth angle β vary from (0◦, 0◦) to (90◦, 90◦)
with 5◦ increment. The snapshot number and the SNR are set to 200
and 10 dB, respectively. The received signals are polluted by zero-mean
additive white Gaussian noises. We use the root mean square error
(RMSE) as the performance measure. All results provided are based
on 500 independent runs. For each (α, β), we conduct 500 trials, and
count the estimation failure times as well as the averaged performance
only from successful trials (RMSE of elevation angle estimations versus
different azimuth-elevation pair for this single source). Figs. 2 and 3
give the averaged performance counted from successful trials of the

estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l ) and the corresponding failure rates (the

failure times divided by 500 and then multiplied by 100), respectively.
From the two figures, we can see that when the elevation angle lies

in [70◦, 90◦], the estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l ) has low estimation

accuracy even if the estimator successes [16]. Fig. 4 shows the averaged
performance of the estimator acos(− λϑ̂l

2πd). Since the estimator shows
no estimation failure, all the corresponding failure rates are equivalent
to zero and are not given [8]. We observe from Fig. 4 that when
the elevation angle lies in [0◦, 20◦], the estimator acos(− λϑ̂l

2πd) does
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Figure 2. The averaged performance of elevation angle estima-
tions versus different azimuth-elevation pair using the estimator

asin( λ
2πd

√
γ̂2

l + φ̂2
l ).

not have satisfactory estimation accuracy. Fig. 5 gives the averaged
performance of the proposed estimator shown in Eq. (71). The
proposed estimator shows no estimation failure. In fact the proposed

estimator combines the estimators asin( λ
2πd

√
γ̂2

l + φ̂2
l ) and acos(− λϑ̂l

2πd),

i.e., in the region [0◦, 20◦], the estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l ) is adopted;

in the region [70◦, 90◦], the estimator acos(− λϑ̂l
2πd) is adopted; in the

region [20◦, 70◦], the average of acos(− λϑ̂l
2πd) and asin( λ

2πd

√
γ̂2

l + φ̂2
l )

are adopted. Therefore, the proposed estimator shows higher estimator
accuracy, and avoids estimation failure.

In the second experiment, the influence of SNR on the performance
of the proposed algorithm is explored. Two uncorrelated equivalent-
power sources (ej0.2πk and ej0.25πk), respectively with DOA of (α1 =
20◦, β1 = 20◦) and (α2 = 40◦, β2 = 40◦), impinge on this array. The
snapshot number is set to 400 and SNR varies from 0dB to 30 dB.
The averaged performances (RMSE of elevation and azimuth angle
estimations versus SNR for two sources) and CRLB [43] over 500 Monte
Carlo runs are shown in Figs. 6 and 7. From these figures, it can be
seen that RMSE of the elevation and azimuth estimations decrease as
SNR increases. In addition, we can see that the proposed algorithm
has higher estimation accuracy than the method in [8] (by applying
the pairing method in [13]).
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Figure 3. Failure Rates versus different azimuth-elevation pair using

the estimator asin( λ
2πd

√
γ̂2

l + φ̂2
l ).

Figure 4. The averaged performance of elevation angle estimations
versus different azimuth-elevation pair using the estimator acos(− λϑ̂l

2πd).

In the third experiment, the same parameters as the second
experiment are adopted except three sources. Three uncorrelated
equivalent-power sources (ej0.2πk, ej0.25πk and ej0.38πk), respectively
with DOAs of (α1 = 20◦, β1 = 20◦), (α2 = 40◦, β2 = 40◦), and
(α3 = 60◦, β3 = 60◦) impinge on this array. The averaged performances
(RMSE of elevation and azimuth angle estimations versus SNR for two
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sources) over 500 Monte Carlo runs are shown in Figs. 8 and 9.
In the fourth experiment, the effect of mutual coupling on the

performance of the proposed algorithm is investigated. Coupling
coefficients c1 = 0.3527 + 0.4584i and c2 = 0.0927 − 0.1167i.
Two uncorrelated equivalent-power sources (ej0.2πk and ej0.25πk),
respectively with 2-D DOA of (α1 = 20◦, β1 = 20◦) and (α2 = 40◦, β2 =

Figure 5. The averaged performance of elevation angle estimations
versus different azimuth-elevation pair using the proposed estimator.

Figure 6. The averaged performance of elevation angle estimations
versus SNR (two sources).
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40◦), impinge on this array. The number of snapshots is set to 400
and the SNR varies from 0 dB to 30 dB. The averaged performances
(RMSE of elevation and azimuth angle estimations versus SNR for two
sources) over 500 Monte Carlo runs are shown in Figs. 10 and 11. As
it is expected, when the SNR increases, the RMSEs of the estimated

Figure 7. The averaged performance of azimuth angle estimations
versus SNR (two sources).

Figure 8. The averaged performance of elevation angle estimations
versus SNR (three sources).
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Figure 9. The averaged performance of azimuth angle estimations
versus SNR (three sources).

Figure 10. The averaged performance of elevation angle estimations
in the presence of mutual coupling versus SNR.

parameters decrease. In addition, we observe that the proposed
algorithm obviously improves the estimation accuracy compared to
the methods in. [8] (applying the pairing method twice in [13] to [8]).
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Figure 11. The averaged performance of azimuth angle estimations
in the presence of mutual coupling versus SNR.

5. CONCLUSION

A new method is proposed in this paper to jointly estimate elevation
and azimuth angles of multiple far-field sources in the TLSA
configuration. It compensates the effect of mutual coupling, constructs
a trilinear model, and restores the steering vector. From the recovered
steering vector, a new elevation estimator is designed to estimate
elevation angles without any matching operation or estimation failure.
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