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Abstract—Fourier transform of discontinuous functions are often
encountered in computational electromagnetics. A highly accurate,
fast conformal Fourier transform (CFT) algorithm is proposed to
evaluate the finite Fourier transform of 2D discontinuous functions.
A curved triangular mesh combined with curvilinear coordinate
transformation is adopted to flexibly model an arbitrary shape of the
discontinuity boundary. This enables us to take full advantages of high
order interpolation and Gaussian quadrature methods to achieve highly
accurate Fourier integration results with a low sampling density and
small computation time. The complexity of the proposed algorithm is
similar to the traditional 2D fast Fourier transform algorithm, but with
orders of magnitude higher accuracy. Numerical examples illustrate
the excellent performance of the proposed CFT method.

1. INTRODUCTION

Fourier transform (FT), as a most important tool for spectral
analyses, is often encountered in electromagnetics, such as scattering
problems [1–4], analysis of antennas [5, 6], far-field patterns [7, 8] and
many others [9, 10].

The traditional fast Fourier transform (FFT) algorithm is the
most popular approach to evaluate the Fourier transform. In practice,

Received 23 July 2011, Accepted 26 August 2011, Scheduled 3 September 2011
* Corresponding author: Qing Huo Liu (qhliu@ee.duke.edu).



166 Zhu et al.

however, many functions to be transformed are discontinuous across
the boundary of an irregular area. For example, in volume integral
equation solvers in electromagnetics, some components of the unknown
electric current density fields to be transformed are discontinuous
across the material interfaces, which in general have arbitrary shapes;
another example is the analysis of radiation patterns of reflector
antennas and planar near-field to far-field transformation, where
the Fourier transform integral of spatially limited functions with
discontinuities at the boundary has to be evaluated [11, 12]. For this
kind of functions, however, there usually exist significant stair-casing
errors due to the uniform Cartesian orthogonal grid required by the
traditional 2D FFT algorithm, and the accuracy is limited since FFT
is based on the trapezoidal quadrature scheme.

Some works have been done to improve the accuracy for one-
dimension (1D) piecewise smooth functions [1, 11, 13–17]. Direct
extension of these algorithms to high dimensions still requires that
the area is meshed into a Cartesian orthogonal grid [11], which is not
flexible for an arbitrary boundary shape.

A fast algorithm for evaluating the Fourier transform of 2D
discontinuous functions has been proposed in [12] as an extension
of [11] to allow an arbitrary boundary shape. This method adopts
a triangular mesh to conform with the arbitrary shape of the
discontinuity boundary, the Gaussian quadrature to increase the
accuracy, and 2D nonuniform fast Fourier transform (NUFFT) [18–21]
to provide a computational complexity comparable with the traditional
FFT algorithm. However, with only straight triangles, only linear
interpolation and second order Gaussian quadrature have been applied.
It is natural to expect that a higher order method can achieve higher
accuracy, if the mesh can still conform well with the discontinuity
boundary. This work is inspired by and realizes this idea. By
mapping a curved triangle to a straight one with curvilinear coordinate
transformation, it allows to take full advantage of higher order
interpolation and integration algorithms without losing the flexibility
of conforming with an arbitrary boundary shape. The complexity of
the proposed algorithm is O(µ2N1N2 log(µ2N1N2) + MQ2), which is
similar to the traditional 2D FFT algorithm, where M = LI; L is the
number of the triangles and I is the number of the quadrature points
in each triangle. N1 and N2 are the numbers of sampling points in the
frequency domain in each dimension, µ = 2 and Q ¿ max(N1, N2) is a
constant. Numerical results illustrate the advantages of the developed
algorithm over the traditional 2D FFT algorithm and the algorithm
in [12].
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2. FORMULATIONS AND ALGORITHMS

The objective of this work is to develop a fast and accurate algorithm
for evaluating F (u, v), the finite Fourier transform of a 2D piecewise
smooth function f(x, y),

F (u, v) =
∫

S
f(x, y)ej2π(ux+vy)dxdy (1)

where S is an area composed of one or multiple regions with arbitrary

boundary shape, i.e., S =
Is⋃

i=1

Si and Si is a 2D region of arbitrary

shape. f(x, y) is assumed to be continuous inside each Si.
In this section the tools used are first introduced and then the 2D

conformal Fourier transform (2D CFT) algorithm is formulated.

2.1. Interpolation over a Triangle

A uniform Cartesian orthogonal gird, which cannot describe very well
the boundary shape of an arbitrary area S unless S is a rectangle, is
required when using the traditional 2D FFT algorithm to evaluate the
integration (1). In order to reduce the stair-casing errors caused by
the orthogonal grid in 2D FFT, a curved triangular mesh is used to
discretize the area, which conforms with an arbitrary boundary shape.

The MIth order Lagrangian interpolation function fMI
(x, y) of

f(x, y) in a triangle can be achieved by

fMI
(x, y) =

MI∑

m1=0

MI−m1∑

m2=0

f(xm1m2 , ym1m2)B
MI
m1m2

(s, t) (2)

where (s, t) is the Barycentric coordinate of (x, y) in a triangle,
and {(xm1,m2 , ym1,m2)}MI ,MI

m1=0,m2=0 are the Lagrangian interpolation
positions in the triangle given by

(xm1m2 , ym1m2) =
(

a1m1 + a2m2 + a3(MI −m1 −m2)
MI

,

b1m1 + b2m2 + b3(MI −m1 −m2)
MI

)
,

where (ak, bk), k = 1, 2, 3 are the vertices of the triangle. Example for
(xm1m2 , ym1m2) in a right triangle when MI = 3 is shown in Fig. 1;
the Lagrangian interpolation position in an arbitrary triangle can be
mapped from that in a right triangle by linear coordinate transform.
BMI

m1,m2
(s, t), the Lagrangian interpolation basis function of order MI in
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(x20, y20) (x11, y11)

Figure 1. Lagrangian interpolation positions in a right triangle when
the interpolation order MI = 3.

the triangle, can be expressed in terms of the Silvester-Ferrari auxiliary
polynomial {RMI

m }MI
m=0 [22, 23],

BMI
m1m2

(s, t) = RMI
m1

(s)RMI
m2

(t)RMI

(MI−m1−m2)(1− s− t), (3)

where

RMI
0 (s) = 1, RMI

m+1(s) =
1
m

RMI
m (s)[Ms− (m− 1)], 0 ≤ s, t ≤ 1 (4)

Note that the Silvester-Ferrari auxiliary polynomial {RMI
m }MI

m=0 can be
computed recursively by (4).

2.2. Gaussian Quadratures over a Triangle

From the point of view of numerical computation, a spectral analysis
algorithm based on the traditional 2D DFT(discrete Fourier transform)
algorithm essentially uses a trapezoidal quadrature scheme over a
uniform Cartesian orthogonal grid, and the FFT algorithm provides
a fast algorithm to compute DFT.

In this work, a curved triangular mesh is used instead to reduce the
stair-casing errors. In order to model the triangles with curved edges
in the boundary of the area more accurately, curvilinear coordinate
transformation is used to map a curved triangle to a straight one;
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then the high order symmetrical Gaussian quadrature formulas over
the triangles are adopted to evaluate the finite Fourier integration (1)
more accurately; finally the 2D NUFFT [20] algorithm helps to make
the computational complexity similar to 2D FFT.

2.2.1. Gaussian Quadratures over a Straight Triangle

Denote {(si, ti)}I
i=1 as the Barycentric coordinates and {ωi}I

i=1 as the
weights for symmetrical Gaussian quadrature over a triangle of order
Mg [24]. Denote Gq(·) as the relationship between the number of
Gaussian quadrature points I and the order Mg, i.e., I = Gq(Mg).
If the area S is meshed into L triangles, the integration (1) can be
approximated by

∫

S
f(x, y)ej2π(ux+vy)dxdy ≈

L∑

l=1

Al
I∑

i=1

ωifMI
(gl

1i, g
l
2i)e

j2π(ugl
1i+vgl

2i)

(5)
where {(gl

1i, g
l
2i)}I

i=1 are the symmetrical Gaussian quadrature
positions in the lth triangle, whose Barycentric coordinates are
{(si, ti)}I

i=1. Al = 1
2(al

1b
l
2 − al

2b
l
1 + al

2b
l
3 − al

3b
l
2 + al

3b
l
1 − al

1b
l
3) is the

area of the lth triangle with vertices {(al, bl)}3
m=1.

2.2.2. A Curved Triangle

For a curved triangle in the mesh, the Gaussian quadrature
positions {(gl

1i, g
l
2i)}I

i=1 can be achieved by the curvilinear coordinate
transformation using the Lagrangian interpolation functions with

Reference domain Physical domain

Figure 2. Gaussian quadrature points labeled by “∗” before and
after the curvilinear coordinate transformation for a curved triangle
when the curvilinear coordinate transformation order P = 4 and the
Gaussian quadrature order Mg = 8.
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simplex coordinates. The P th order curvilinear coordinate
transformation is performed by




gl
1i =

P∑

p1=0

P−p1∑

p2=0

xp1p2B
P
p1p2

(si, ti)

gl
2i =

P∑

p1=0

P−p1∑

p2=0

yp1p2B
P
p1p2

(si, ti)

(6)

where (xij , yij) are the Lagrangian interpolation positions in the
curved triangle. Here, BP

p1,p2
(·, ·) is the basis function of the

P th order Lagrangian interpolation as defined in Equation (3),
and {(si, ti)}I

i=1 are the Barycentric coordinates of the symmetrical
Gaussian quadrature positions in a triangle. Fig. 2 shows an example
of the Gaussian quadrature points before and after the curvilinear
coordinate transformation when P = 4 and Mg = 8. Note that the 2D
DFFT method proposed in [12] is actually equivalent to the case with
P = 1.

2.3. 2D NUFFT

Direct computation of (5) is very time consuming, with the CPU
time complexity of O(LIN1N2), where N1 and N2 are the numbers
of discrete points of u and v, respectively, in the frequency domain.
Similar to [12], 2D NUFFT [20] is used to reduce the computational
complexity. Equation (5) can be rewritten into

F (u, v) ≈
M−1∑

m=0

Hmej2π(uxm+vym) (7)

where
M = LI, H(l−1)I+i−1 = AlωifMI

(
gl
1i, g

l
2i

)

and
(x(l−1)I+i−1, y(l−1)I+i−1) =

(
gl
1i, g

l
2i

)

Sampling the frequency domain with (un1 , vn2) = (n1∆1, n2∆2),
n1 = −N1

2 , . . . , N1
2 − 1, n2 = −N2

2 , . . . , N2
2 − 1, where (∆1, ∆2) are the

frequency resolutions, we obtain

Fn1,n2 =
M−1∑

m=0

Hmej2π(n1x′m+n2y′m) (8)
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where (x′m, y′m) = (N1∆1xm, N2∆2ym). Equation (8) can be
computed by the 2D NUFFT algorithm [20] with complexity of
O(µ2N1N2 log(µ2N1N2)+M(q +1)2), where usually the oversampling
rate µ = 2 and q ¿ N1, N2; note O(M(q + 1)2) is for the pre-NUFFT
part, which can be computed only once for the same mesh.

2.4. 2D Conformal Fourier Transform (2D CFT) Algorithm

Now it is ready to summarize the 2D conformal Fourier transform (2D
CFT) algorithm with the following steps:

(i) Create the mesh for the support area S with straight triangles
inside and curved triangles near the boundary.

(ii) Find the Gaussian quadrature positions {(gl
1i, g

l
2i)}I

i=1 and weights
{ωi}I

i=1 for triangles in the mesh. For curved triangles, curvilinear
coordinate transformation (6) is used.

(iii) Calculate fMI
(gl

1i, g
l
2i) by the MIth order Lagrangian interpolation

over triangle as in Equation (2). The complexity is O(M2
I M);

(iv) Apply the 2D NUFFT algorithm to compute Equation (8). The
complexity is O(µ2N1N2 log(µ2N1N2) + M(q + 1)2).

Note that when computing Equation (2) in step (iii), BMI
m1m2

(s, t)
only needs to be computed once for all straight triangles since the
barycentric coordinates of (gl

1i, g
l
2i)

I
i=1 are all the same as (si, ti)

I
i=1. So

the dominant computational complexity is O(µ2N1N2 log(µ2N1N2) +
MQ2), which is similar to that of the traditional 2D FFT algorithm
O(N1N2 log(N1N2)), where Q = max(MI , q + 1). The computation
complexity for directly computing of Equation (7) is O(MN1N2),
where M = N1N2 if the CFT algorithm is preformed under the same
sampling density as the traditional FFT algorithm.

Note that the support area S of the spatial function can be
composed of one or multiple regions with an arbitrary boundary shape.

3. NUMERICAL RESULTS

In this section, three examples are shown to illustrate the performance
of the developed 2D CFT algorithm. Example 1 takes the same
function f(x, y) as in [12] so as to compare this algorithm with
the 2D FFT algorithm and the 2D DFFT method proposed in [12];
Example 2 shows the results for an oscillatory spatial function;
Example 3 compares the 2D CFT algorithm with the traditional 2D
FFT algorithm from accuracy, computation time and sampling density
required in the spatial domain; Example 4 compares the results by 2D
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Figure 3. The spatial function and its spectra as shown in
Equation (9). (a) Spatial function. (b) Spectra.

CFT and 2D FFT algorithm for a spatial function whose support area
S includes multiple regions.

Example 1. Consider the spatial domain function as a secondary
pattern of an aperture distribution [12]

f(x, y) =
{

0.5− ρ2, ρ ∈ [0.1, 0.5]
0, otherwise (9)

Figure 3 shows the spatial function and its spectra in Equation (9).
Define the relative L2 error as

E2 =
|F̂ (u, v)− F (u, v)|2

|F (u, v)|2
where | · |2 represents the second norm, and F (u, v) and F̂ (u, v) are,
respectively, the exact spectrum of f(x, y) and that obtained by 2D
CFT. As mentioned in Section 2.2.2, the DFFT-II in [12] is just a
special case of 2D CFT with the curvilinear coordinate transformation
order P = 1. To compare our method with that in [12], the same
interpolation order MI = 1 and Gaussian quadrature order Mg = 2
are chosen, and the only difference is that P = 2 is used in this work.
Fig. 4 shows the errors versus the sampling density in terms of the
number of points per wavelength of 2D CFT, DFFT-II and 2D FFT.
It is shown that to achieve 0.1% error, it requires about 3 PPWs (points
per wavelength) with 2D CFT, while 6 PPWS with DFFT-II and more
than 20 PPWs with 2D FFT.

Example 2. Consider an oscillatory spatial domain function

f(x, y) =

{
J1(16πρ)ejφ, ρ ∈ [0.1, 0.5]

0, otherwise
(10)
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where (ρ, φ) are the polar coordinates of spatial domain. Fig. 5 shows
the errors versus the sampling density for 2D FFT and 2D CFT when
MI = 5, Mg = 10, P = 6. It is observed that 2D CFT can obtain
about four orders of magnitude higher accuracy than 2D FFT with a
similar sampling density; for example, CFT can achieve 7.07 × 10−7

relative error at 15.80PPW, while the relative error with 2D FFT is
6.55× 10−3 at 16.06PPW.

Example 3 Consider the spatial domain function with even higher
spatial frequency

f(x, y) =

{
J5(16πρ)ej5φ, ρ ∈ [0.1, 0.5]

0, otherwise
(11)

Figure 6 shows the spatial function f(x, y), whose spectra are shown in
Fig. 7. Table 1 shows the comparisons of accuracy, computation time
and sampling density in the spatial domain between 2D FFT and 2D
CFT, where Ns is the number of sampling points in spatial domain. It
shows that for the largest case, the 2D CFT is more accurate and has
a speedup factor of 270 over the 2D FFT algorithm.

Example 4 Consider an oscillatory spatial domain function
defined in multiple regions

f(x, y) =

{
J3(16πρ)ej3φ, ρ ∈ [0, 0.4] ∪ [0.7, 1]

0, otherwise
(12)
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Figure 6. The real and image parts of spatial function f(x, y) in
Equation (11).

Figure 7. The real and image parts of the spectra for f(x, y) in
Equation (11).
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Figure 8. The support area for the spatial function in Equation (12)
under a triangular mesh.

Table 1. Comparison between 2D CFT and 2D FFT for Example 3.

Error(%) Timing (s) Ns

2D FFT

0.1220 0.9913 544644

0.0168 2.8737 2178576

0.0052 45.4559 34810000

Interp pre-NUFFT NUFFT Total

2D CFT

0.1030 0.0268 0.0283 0.0127 0.0679 5640

0.0156 0.0351 0.0419 0.0196 0.0966 9735

0.0014 0.0569 0.0675 0.0440 0.1685 18330

Table 2. Comparison between 2D CFT and 2D FFT for Example 4.

Error(%) Timing (s) Ns

2D FFT

0.1607 1.9674 893025

0.0298 10.4475 8191044

0.0023 159.9274 130942249

Interp pre-NUFFT NUFFT Total

2D CFT

0.1319 0.0161 0.0262 0.0135 0.0558 10017

0.0281 0.0209 0.0382 0.0177 0.0768 12069

0.0024 0.0474 0.0931 0.0485 0.1889 29297

Figure 8 shows the support area of the spatial function defined by
Equation (12) under a triangular mesh. Table 2 shows the comparisons
of accuracy, computation time and sampling density in the spatial
domain between 2D FFT and 2D CFT. It shows that, it requires
only 0.056 seconds and Ns = 10017 to achieve 0.13% error with 2D
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CFT, while it requires 1.97 seconds and Ns = 893025 to achieve 0.16%
error with 2D FFT; it requires only 0.077 seconds and Ns = 12069
to achieve 0.028% error with 2D CFT, while it requires 10.45 seconds
and Ns = 8191044 to achieve 0.030% error with 2D FFT; it requires
only 0.189 seconds and Ns = 29297 to achieve 0.0024% error with 2D
CFT, while it requires 159.93 seconds and Ns = 130942249 to achieve
0.0023% error with 2D FFT. That is, for this example, to achieve
around 0.0024% errors, CFT is about 850 times faster than FFT.

Example 3 and Example 4 are both performed on a computer with
the system type of Microsoft Windows XP professional X64, editor
2003 service pack 2. The processor is Intel core 2Quad CPU Q9550 @
2.83GHz 3.83 GHz and the memory (RAM) is 8.00GB.

4. CONCLUSION

This work develops a high accuracy, fast algorithm to evaluate the
Fourier transform of a 2D discontinuous function whose support
area has an arbitrary boundary shape. By combining the curved
triangle mesh and curvilinear coordinate transformation, it is able
to conform with the area shape very well when higher order
interpolation and higher order quadrature techniques are applied.
Therefore, highly accurate results are achieved through the proposed
algorithm. Furthermore, the 2D NUFFT algorithm helps to reduce the
computational complexity to that similar to traditional 2D FFT.

Several numerical results are used to illustrate the performance
of the designed algorithm. It shows that the addressed method can
obtain several orders of magnitude more accurate than traditional 2D
FFT or 2D DFFT proposed in [12] under the same sampling density, as
are shown in Fig. 4 and Fig. 5. To achieve the same accuracy, 2D CFT
requires tens to thousands smaller sampling density and computation
time than the traditional FFT algorithm, as are shown in Table 1 and
Table 2.

The proposed algorithm is very useful for many applications,
where the Fourier transform of discontinuous functions in an arbitrary
shape boundary area is required to be computed, such as in
antennas, scattering, computational electromagnetics, signal and
image processing. For example, when solving the volume integral
equations in electromagnetics through the well-known conjugate-
gradient fast Fourier transform method, the computation of the Fourier
transform for the electric current density are needed. The electric
current density in application is usually discontinuous across the
material interfaces and the material interfaces in general have an
arbitrary shapes.
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