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Abstract—In this paper, the subaperture approximation (SA)
method for 3-D microwave imaging is presented based on the sparsity of
3-D image. The idea is that the sparsity information can be extracted
from the lower resolution image obtained using the subaperture of the
(virtual) array and be used for high-resolution imaging to reduce the
imaging region. Thus, a recursion procedure that can significantly
reduce the computational cost is established. Compared with the
surface-tracing-based method, the SA method can avoid the loss of
isolated scatterers. The feasibility is verified by using experimental
data. After analysis, the SA method can reduce the computational
cost from two aspects: reducing the array element number needed to
be processed and the pixels needed to be processed. The computational
cost is mainly related to the target characteristics (the sparsity ratio
and the topological structure), and decreases with the increase of the
sparsity ratio. When the sparsity ratio is larger than 97.6%, the
computational cost can be lower than 10% of the 3-D back-projection
(BP) method.

1. INTRODUCTION

Because of its potential applications in remote sensing, radar cross
section (RCS) measurement, concealed weapon detection and through-
barrier imaging, 3-D microwave imaging is becoming an increasing
interest in the field of radar in recent years [1-7]. The basic idea of 3-D
microwave imaging is using a 2-D array to cause 2-D resolution in 2-D
array plane, together with the pulse compression technique to obtain 3-
D resolution. To reduce the system cost, the 2-D array is implemented
by using synthetic aperture technique, such as circle synthetic aperture
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radar (SAR) [8,9], elevation circular SAR [10], curve SAR [11], and
linear array SAR [12].

Many imaging methods have been developed for 3-D microwave
imaging, such as 3-D back-projection (BP) method [13], 3-D range
migration algorithm [14, 27] and chirp scaling algorithm [15]. However,
one of the main disadvantages of 3-D microwave imaging methods is
their high computational cost. In practice, many 3-D imaging regions
contain no scatterer or are shadowed by other scatterers, with typical
sparsity. Thus, the surface-tracing-based (STB) 3-D imaging method
had been proposed [16], which models the 3-D image as a continuous
surface and traces the surface by using multiresolution approximation
(MA) technique, which can reduce the computational cost significantly.

But in some cases, especially in the RCS measurement and
concealed weapon detection application, the 3-D image is a collection
of isolated scatterers rather than a continuous surface [17,18]. Thus,
the surface tracing technique might lose some isolated scatterers and
becomes invalid.

A fast 3-D microwave imaging method based on subaperture
approximation (SA) is presented in this paper, whose basic idea is to
obtain a low-resolution image by using a subaperture firstly (according
to the antenna theory [19], the image resolution is inverse ratio
to the aperture size), to use the low-resolution image as the prior
information [28] to reduce the imaging region, to obtain a higher-
resolution image by expanding subapertures, and to obtain a fine-
resolution image iteratively. Compared with the STB method, there is
no scatterer lost during processing, which is more feasible for the RCS
measurement and concealed weapon detection application.

This paper is organized into 5 sections. In Section 2, the
principle of typical 3-D microwave imaging (SAR) is introduced. In
Section 3, the principle and fundamental stages of SA 3-D imaging
method are discussed, and the experimental results are obtained. The
computational cost is analyzed in Section 4. Finally, a summary is
given in Section 5.

2. PROBLEM FORMULATION

To achieve high-resolution, the size of 2-D array of 3-D microwave
imaging system is large, whose cost is huge. To reduce the system cost,
the synthetic aperture technique (such as circle SAR, elevation circular
SAR, curve SAR, and linear array SAR) and sparse array technique
are applied. In essence, both of them can be explained using the array
theory. The signal model, imaging method and sparsity of typical 3-D
microwave imaging (SAR) will be introduced in this section.
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Target
Figure 1. Geometry of 3-D microwave array imaging.

2.1. Signal Model

The geometry of 3-D microwave array imaging is shown in Figure 1. An
array transmits a series of electromagnetic (EM) waves to the observed
target and receives the echoes. The positions of the array elements can
be described as element position set (EP set, denoted as Pe):

P.= {p]eC PY = (vk, y, 20); k€ H} (1)

where (xg, yk, 20) denotes the kth element’s position, II the index set,
I1=1{1,2,...,K}, and K the total number of the array elements.

The slant range from the nth single scatterer with position p,, to
the array element with position p’g is:

R (pn,p'é) 22 Hp’é —Pn

(2)

2
where || - |2 denotes the 2-norm of vector.
The single scatterer’s echo d (¢, k;n) can be written as:
d(t, ki n) = 0R@PONR (1~ R (p,,pf) ) (3)

where ko denotes the wave number, k9 = 27/\, A the wave length of
the carrier, ¢ the range domain, and x®(¢) the ambiguity function after
range compression in the range direction.
The first term in Equation (3) causes the resolving in the x and
y directions, whose angular resolutions p, and p, can be calculated
as [6,13]:
py = A/2Ly (4b)
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where L, and L, denote the effective aperture lengths in the z and y
directions, respectively.

The second term in Equation (3) causes the resolving in the
range direction. The ambiguity function x(t) could be regarded as
sinc function for pulse-compression radar, whose resolution p, can be
calculated respectively as:

pr =c/2B (5)

where ¢ denotes the speed of light and B the bandwidth of pulse-
compression radar.

For a multiple-scattering target, denoted as =, its echo is the sum
of all scatterers, i.e.,

D(t,k) = Y ond(t, kin) (6)

anE

where o,, denotes the scattering coefficient of the nth scatterer.

2.2. Imaging Method and Analysis

Because of its generality, the back-projection (BP) method [13] has
become a popular and effective technique for 3-D microwave imaging.
The BP method chooses one pixel, calculates its ranges to
the transmitters and receivers, selects the range-compressed echoes
correspond to the pixel, compensates its phases, and accumulates the
echoes.
Given a pixel p,, its output I[p,] of BP operator is presented in
Equation (7):
K
T[py] £ 3 Dt k)e2rotPnpe) (7)
k=1

According to Equation (7), the 3-D BP method can be divided
roughly into four steps: range-compression, interpolation, resampling,
and coherent summation. For the whole imaging regions {2, the BP
method traverses the whole region pixel by pixel (see more details
in [13]).

According to Equation (7), ignoring the computational cost of
the range-compression operation, for a 3-D imaging region with size
X x Y x Z (pixel®), the computational cost of 3-D BP method is:

Upp = XY ZU, (8)

where W, denotes the computational cost of the single-scatterer BP
operator defined in Equation (7), which can be calculated as:

\Ilb =K (\Ilmt + \I’coh) (9)
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where W,y and V., denote the computational costs of the
interpolation and coherent summation operations respectively, which
can be considered as constants during the analysis of computational
cost.

From Equations (8), (9), we can find that there are two reasons
that the computational cost of the 3-D BP method is far greater than
that of 2-D BP method in the same resolution and image scene.

2.2.1. Increase of Acquired Data

The 2-D microwave imaging system, typically SAR [21,22], uses a
linear array (typically thousands to tens of thousands virtual elements
for one pixel) to cause azimuth resolution. The 3-D imaging system [8—
12] has to use a 2-D sensor array (typically hundreds of thousands to
millions (virtual) elements for one pixel) to cause 2-D resolution, i.e.,
we need more cost to process a pixel for 3-D imaging system.

2.2.2. FExpansion of Imaging Space

Compared with 2-D imaging system, the imaging space of 3-D imaging
system expands to three dimensions, which means that more pixels are
needed to be processed during imaging, increasing the computational
cost correspondingly.

To reduce the computational cost, the subaperture approximation
method is presented in this paper.

3. SA 3-D IMAGING METHOD

Unlike the 2-D imaging problem, 3-D imaging problem behaves
sparsely [17,18,24-26]. Thus, the STB 3-D imaging method was
proposed [16]. However, when the sparse images are collections of
isolated scatterers rather than a continuous surface, the STB method
becomes invalid. To solve this problem, the subaperture approximation
(SA) 3-D imaging method is discussed in this section, which is available
for reducing the computational cost and imaging non-continuous -
surface target.

3.1. Principle of SA 3-D Imaging Method

As discussed in last section, the BP method processes the imaging
space pixel by pixel. Because of the sparsity of 3-D image, there is
no scatterer in the vast region of the imaging space. Consequently, a
large proportion of BP operation is useless provided that the positions
of scatterers are known.
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The prior information of scatterers’ positions can be extracted by
using the MA technique [20].

The foundation of SA method is the relationship between the
aperture size and image resolution, i.e., the resolution is inverse ratio
to the aperture size. Thus, the prior information needed for the higher
resolution imaging can be extracted from the lower resolution image
obtained using the subaperture of the array, as shown in Figure 2.

Firstly, the SA method selects a subaperture (left in Figure 2),
obtains a low-resolution image of the entire imaging region, and picks
out region of interest (ROI) that contains the possible scatterers. Then,
it focuses on ROI with a larger subaperture (middle in Figure 2) and
obtains a higher resolution image. Thirdly, it expands subapertures
iteratively until full aperture (right in Figure 2) and obtains a fine-
resolution image finally.

Note that, because the resolution in the line-of-sight direction
(LOS) is related to the signal bandwidth, the SA technique can only
be used in the array direction but not in the LOS direction.

Like the STB method, the SA method uses the idea of MA. The
difference between them is the way to obtain low-resolution image.

The STB method images using the full aperture and samples the
high-resolution image with different intervals to obtain low-resolution
image. When the scatterers are in continuous surface, shown as area
A in Figure 3(a), it works well. But when there are some isolated
scatterers, the STB method might lose some of them during the

Subaperture 1 Subaperture 2 ces Full aperture

Regions of interest E:i: Targets

Figure 2. Schematic diagram of SA 3-D imaging method.
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Figure 3. Comparison between the MA of STB and SA methods. (a)
STB method. (b) SA method.

sampling, shown as area B in Figure 3(a).

To overcome this problem, the subaperture imaging is used in SA
method. Choosing the resolution corresponding to the subaperture as
the pixel interval, according to the antenna theory [19], the scattering
coefficient of one pixel is the integral of the scattering coefficients over
the corresponding resolution cell. As a result, the SA method can
avoid the loss of scatterers during course of MA, shown as area C in
Figure 3(b).

Moreover, by using the idea of MA, the SA method can use
different resolutions for different parts of the scene to obtain a better
effect by avoiding the loss of scatterers, which will be researched in
further articles.
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3.2. Steps of SA Method

Denoting the 3-D imaging region as €2, the size of full aperture as L,
and the resolution of full aperture imaging as pr,, the main steps of SA
method are presented as follows:
Step 1 Initiation imaging
Select a subaperture whose size is l; (I3 < L), and the resolution
p1 of subaperture [ is:
p1=pLL/l (10)

Partition the imaging space using p; and obtain the initial-
resolution image by BP method.
Step 2 ROI selection
(1]

Find the maximum pixels’ scattering coefficient Unllax in the initial
image, select a threshold ©, and pick out the ROI €2y, whose pixels’

scattering coefficients (absolute values) are larger than @|0]Lll]ax, ie.,

% = {pllip) > Ol peo} (1)

Step 3 Higher-resolution imaging
Expand the size of subaperture I to la (I; < la < L), and the
resolution po of subaperture ls is:

p2 = pLL/l> (12)

Partition the ROI €1 using p2 and obtain the higher-resolution
image of ; using Equation (7) pixel by pixel.

Step 4 Recursion

Replace (71[111]3)(, lo and €21 in steps 2-3 by UI[%LLX, lj+1 and €, where
J denotes the recursion index, j = 2, ..., and repeat the steps 2—3 until
obtaining the fine-resolution image finally.

Note that the BP method is used to help imaging and can
be replaced by other suitable imaging methods, such as 3-D range
migration algorithm [14] and compressed sensing imaging method [23].

In step 2, the threshold © is a key parameter to balance the
computational cost and image details loss. From Equation (11), we
see that the smaller © is, the more scatterers are picked into ROIs,
the less image details lose, and the higher the computational cost is.
Contrariwise, the larger O is, the lower the computational cost is.

In practice, © can be selected based on the peak side-lobe ratio
(PSLR). For an imaging system whose PSLR is given, the threshold
should be slightly lower than the designed PSLR, because if © is far
smaller than the PSLR, many side-lobes are selected into the ROIs and
the ROIs unnecessarily widened; if © is higher than the PSLR, some
image details might be lost during the course of ROI selection.
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3.3. Experimental Results

The feasibility of the SA method is verified using the experimental data
(the source comes from literature [17], and the size of virtual array is
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Figure 4. (a) Photograph of image scene. (b) Diagrammatic map
of image scene. (c) Imaging result of 3-D BP method. (d) Side-view,
top-view and front-view images of 3-D BP method respectively. (e)
Imaging result of SA method. (f) Side-view, top-view and front-view
images of SA method respectively.
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Figure 5. The images by subtracting the SA image from the 3-D BP
image when showed the scatterers whose (absolute) value are (a) above
—13dB; (b) above —30dB.

2m X 2m).

Figure 5(a) is the photograph of image scene, and main targets
are illustrated in Figure 4(b). Figures 4(c), (d) are the imaging results
using the 3-D BP method in 3-D view, side-view, top-view and front-
view, respectively. From Figures 4(c), (d), we find that the targets
only occupy a small part of 3-D image region, which shows the typical
sparsity (99.03% of imaging regions has no scatterer).

Figures 4(e), (f) are the imaging results using the SA method in
3-D view, side-view, top-view and front-view, respectively.

The difference between the imaging results of 3-D BP method and
SA method is shown in Figures 5(a), (b) by subtracting the SA image
(Figure 4(e)) from the 3-D BP image (Figure 4(c)). No scatterer’s
(absolute) value is above —13dB of maximum image (absolute) value
(the same as the system designed PSLR) as shown in Figure 5(a),
but a few scatterers’ (absolute) values are above —30dB as shown in
Figure 5(b). In fact, the maximum (absolute) value in Figure 5(b) is
—23.24dB of that in Figure 4(c), far below the PSLR, which means no
scatterers lost in process of SA method.

As results, we can conclude that:

e The SA method can reconstruct the scene correctly.

e By selecting proper threshold, the imaging quality of SA method
is the same as 3-D BP method.

e The system designed PSLR is a proper threshold, which can avoid
scatterers lost and keep ROIs exact.
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4. COMPUTATIONAL COST AND DISCUSSION

During the research, we find that the selection of subaperture,
topological structure and sparsity ratio of the target affect the
computational cost of SA method significantly. In this section, its
computational cost is discussed in detail.

4.1. Effect of Subaperture Selection

Two typical subaperture selection strategies, linear expansion and 2-
base expansion, are deduced in this subsection.

4.1.1. Linear Expansion

Assuming that the size of full aperture is L, we linearly expand the
sizes of subapertures l,, = mL/M in recursion, where m denotes the
mth recursion, m = 1,2,..., M, and M denotes the recursion number,
Iy = L.

For a 3-D imaging region with final size X x Y x Z (pixel®), the
number of scatterers is:

o=(1-G)XYZ (13)

where GG denotes the sparsity ratio, which means the ratio of the
number of pixels of the region without scatterers to that of the entire
image region.

Because of the reducing of the resolution corresponding to the mth
recursion’s subaperture, the number of pixels of the ROI in the mth
recursion is:

O™ = (p/p1)’(1 = G) XY Z = (m/M)*(1 = G ) XYZ  (14)

Note that, in fact, the topological structure of the target will affect
the number of pixels of the ROI, which will be discussed in the next
subsection. Herein we assume that the target has isolated structure,
thus the ROI varies linearly with the number of scatterers and the
square of system resolution.

On the other hand, assume that the array elements distribute
uniformly in the (virtual) array. Because of the adoption of

subapertures, the computational cost \I/[STX] of the single-scatterer SA
method in the mth recursion is:

2
o = (m/a0)?w, (15)
As a result, its computational cost in the mth recursion is:

i — (m/M)2(1 = G) XY 201 = (m/M)Y(1 = G,) XY 20, (16)
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Consequently, the total computational cost of SA method is:
M

Usp =y WL (17)

m=1

Since the size X x Y x Z (pixel®) and ¥} keep constant during
one imaging task, the sparsity ratio G and recursion number M mainly
determine the computational cost.

According to the discussion above, the SA method can reduce the
computational cost than 3-D BP method by two ways:

¢ From Equation (14), we find that it reduces the pixels of 3-D
imaging region needed to be processed.

¢ From Equation (15), we find that it reduces the element number
of sensor array needed to be processed.

e 2-base expansion

Expand the sizes of subapertures by power of 2, i.e., I, = L/2M—™
during recursion.

By a similar derivation, we have the total computational cost of
SA method:

M
Ty =y 274 MM(1 - G)XY 2T, (18)
m=1

The difference between linear expansion and 2-base expansion will
be discussed in Section 4.3 by numerical experiments.

4.2. Effect of Topological Structures

Generally speaking, according to the principle of SA method, the
sparser the image scene is, the smaller the ROI is, and the lower the
computational cost is. In practice, however, the topological structure
of target also affects the computational cost. For any targets, it could
be considered as one of three kinds of topological structures, or their
combination.

4.2.1. Zero-dimensional Structure

The 0-D structure means a collection of isolated scatterers (whose
sizes are smaller than the system resolution, such as metal spheres
in Figure 4(c)). For every scatterer of this structure, there exists a
zero-scattering-coefficient neighborhood as shown in Figure 6(a).

To describe how much the topological structure affects the
computational cost, we denote = as the ROI search efficiency, which
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means the ratio of the number of pixels of the target area to that of
the ROI area when the resolution is doubled in recursion. The higher
= is, the lower the computational cost is.

Assume that the number of pixels of target is n in scene. Thus,
every pixel produces an independent ROI during the recursion as shown
in Figures 6(b), (c), and the ROI area is 4n when resolution is doubled.
In doubled-resolution image, the target area is n. As a result, the ROI
search efficiency is 25% (see Figures 6(c), (d)).

4.2.2. One-dimensional Structure

The 1-D structure means a continuous line (whose length of a side is
smaller than the system resolution, and length of another side is far
larger than the system resolution, such as the lamp in Figure 4(c)).
The scatterers of this structure combine a continuous line as shown in
Figure 7(a).

During the recursion, the ROIs of scatterers overlap to each other
along the line as shown in Figures 7(b), (c). Assume that the number
of pixels of target is n in scene and target’s edge effect ignored. Thus,
the ROI area is n, and the target area is n/2. Thus, the ROI search
efficiency is 50% (see Figures 7(c), (d)).

Lowest-resolution ROIs in Lower- Lowest-resolution
Scene image solution imaging Larger image
£ Subaperture : subaperture } }
g Image Select ROI image
: =
OI
ROI area = 20 Target area =5
(@) (b) (c) (d)

Figure 6. Zero-dimensional topological structure produces indepen-
dent ROIs, whose search efficiency is 25%.

Lowest-resolution ROIs in Lower- Lowest-resolution
Scene image resolution imaging Larger image
g Subaperture subaperture
§ Image Select ROI image
QI e
ROI area = 16 Target area = 8
(a) (b) () (d)

Figure 7. One-dimensional topological structure, whose ROIs overlap
to each other along the line and search efficiency is 50%.
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4.2.8. Two-dimensional Structure

The 2-D structure, such as buildings, vehicles, etc. (whose sizes are far
larger than the system resolution) means a continuous surface. The
scatterers of this structure combine a continuous region, which is shown
as Figure 8(a).

Lowest-resolution ROIs in Lower- Lowest-resolution
Scene image resolution imaging Larger image
L HH Subaperture 1] subaperture I
g t;g Image Select ROI image HE:
g | V—> V—> V—> |-
[a)
&
ROI area =4 Target area =4
(a) (b) () (d

Figure 8. Two-dimensional topological structure, whose ROIs overlap
to each other to combine a continuous surface and search efficiency is
100%.

During the recursion, the ROIs of scatterers overlap to each other
and combine a continuous surface as shown in Figures 8(b), (c).
Assume that the pixel (scatterer) number of target is n in scene and
target’s edge effect ignored. Thus, the ROI area is n/4, and the target
area is n/4. Thus, the ROI search efficiency is 100% (see Figures 8(c),
().

As results, different structures produce different ROIs, which
affect the ROI search efficiency. Furthermore, by comparing the ROIs’
areas, we conclude that the 2-D structure has the highest search
efficiency, 0-D structure the lowest search efficiencyand 1-D structure
the search efficiency between the former two. Note that the topological
structure of the same target may change under different resolution
conditions. As a result, for any targets, the computational cost is
within the 0-D structure’s and 2-D structure’s ranges.

In the next subsection, the computational cost of these three
structures will be analyzed in detail by numerical experiments.

4.3. Numeral Simulation Analysis

In this section, the effect of the subaperture selection, topological
structure and sparsity on the computational cost is analyzed in detail
by using numerical simulation.
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4.8.1. Subaperture Selection

According to the analysis in Section 4.1, different subaperture
selections (typically linear expansion and 2-base expansion) cause
different computational cost expressions, whose numerical simulation
results are shown in Figures 9 and 10, respectively.

The sparsity ratio in recursion is related to the subaperture,
as suggested in Figures 9(a) and 10(a), from which we can find
that as the subapertures expand, the sparsity ratios of recursions
approach to that of BP method (G = 99%), i.e., the ROIs approach
to the exact target. The difference among subaperture selections is
that they have different rates of approaching ROIs, and the 2-base
expansion approaches quickly than the linear expansion because of the
longer steps of subapertures. However, the shorter steps of the linear
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Figure 9. Computational cost analysis of linearly expansion of
subapertures. (a) Relationship between subapertures and sparsity
ratios. (b) Computational cost ratio with different recursion numbers.
(¢) Computational cost ratio with different sparsity ratios.
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expansion mean more exact search of ROIs.

The ratios of the computational cost of the SA method to
that of 3-D BP method with different recursion numbers M are
plotted in Figures 9(b) and 10(b). The linearly expansion has lower
computational cost than the 2-base expansion. Plus, having the shorter
steps of subapertures which benefits exact search of ROIs, the linear
expansion is used more often.

Moreover, in the linear expansion, the computational cost reaches
the lowest points when M =5 in the 2-D structure and M = 3 in the
0-D structure (see Figure 9(b)), which are the best choices of M. In
the 2-base expansion, the computational cost decreases as M increases,
and when M > 2, the decrease is insignificant (see Figure 10(b)), thus,
M = 2 is an appropriate value. As a result, we can conclude that once
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Figure 10. Computational cost analysis of 2 base expansion of
subapertures. (a) Relationship between subapertures and sparsity
ratios. (b) Computational cost ratio with different recursion numbers.
(c) Computational cost ratio with different sparsity ratios.
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we know how to select the subapertures, the best choice of M can be
decided.

4.8.2. Topological Structure

As concluded in last subsection, the ROI search efficiency ratio of 0-D,
1-D and 2-D structuresis 1:2:4 (under the conditions that resolution is
doubled). This result is supported by numerical simulation as shown in
Figures 9 and 10, from which we can find that the 0-D structure has the
highest computational cost, the 2-D structure the lowest computational
cost, and the 1-D structure the computational cost between the former
two. Note that because the computational cost shown here is the sum
of all recursions and because targets have edge effects, the ratio is not
exact 1:2:4.

4.8.8. Sparsity Ratio

Once the subaperture selection and topological structure of target are
known, the computational cost is only related to the sparsity ratio.
By selecting the sub-scenes, we can correspondingly vary the sparsity
ratio G, and the ratios of the computational cost of the SA method
to that of 3-D BP method with different G are plotted in Figures 9(c)
and 10(c).

From these figures we can find that the computational cost
decreases linearly as the sparsity ratio increases. Take the linear
expansion for example, the computational cost is lower than 55%
of the 3-D BP method when Gjp; > 90% in the worst situation
(0-D structure), and lower than 10% of the 3-D BP method when
Gy > 97.6% in average situation (1-D structure).

In experimental data as we stated in Section 3.3 (G = 99.03%), the
computational cost of SA method is about 8.61% of 3-D BP method,
within the ranges of 0-D and 1-D structures. This means that the
practical target is a combination of two or three topological structures,
which verifies the analysis of the three topological structures.

5. CONCLUSIONS

The concept of SA method for 3-D microwave imaging has been
introduced in this paper, which can work well in 3-D topographic
mapping, RCS measurement and concealed weapon detection
application, etc. With the SA method, it is possible to reduce the
computational cost of 3-D microwave imaging significantly. Basically,
the SA method uses a subaperture to obtain a low-resolution image and
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extract the sparsity information for high-resolution imaging to reduce
the imaging region. The SA method can avoid the loss of scatterers
during the course of multiresolution approximation compared with the
STB method. The feasibility of SA method and avoiding the loss of
scatterers have been verified by using experimental data.

Because of the adoption of subaperture, the SA method can
reduce computational cost from two aspects: reducing the element
number of sensor array needed to be processed and the pixels of 3-D
imaging regions needed to be processed. According to the comparison
of subapertures selection methods and three topological structures,
we had found that once we know the subaperture selection, the
computational cost is only related to the target characteristics (the
topological structure and the sparsity ratio). When the sparsity ratio
is larger than 97.6%, the computational cost of SA method is lower
than 10% of the 3-D BP method in average situation.
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