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Abstract—Air is not the only medium that can spread and can be
used to detect speech. In our previous paper, another valuable medium
— millimeter wave (MMW) was introduced to develop a new kind of
speech acquisition technique [6]. Because of the special features of
the MMW radar, this speech acquisition method may provide some
exciting possibilities for a wide range of applications. In the proposed
study, we have designed a new kind of speech acquisition radar system.
The super-heterodyne receiver was used in the new system so that to
mitigate the severe DC offset problem and the associated 1/f noise
at baseband. Furthermore, in order to decrease the harmonic noise,
electro-circuit noise, and ambient noise which were combined in the
MMW detected speech, an adaptive wavelet packet entropy algorithm
is also proposed in this study, which incorporates the wavelet packet
entropy based voice/unvoiced radar speech adaptive detection method
and the human ear perception properties in a wavelet packet time-
scale adaptation speech enhancement process. The performance of
the proposed method is evaluated objectively by signal-to-noise ratio
and subjectively by mean-opinion-score. The results confirm that the
proposed method offers improved effects over other traditional speech
enhancement methods for MMW radar speech.

1. INTRODUCTION

It is well known that speech, which is produced by the speech organ
of human beings [1–3], has significant effects on the communication
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and the information exchange among human beings. Acoustic speech
signals have many other applications such as those involving conversion
to text or coding for transmission. However, thus far, the popular
method for speech signal acquisition is almost limited to the air-
conducted speech; this method is based on the theory that speech can
be conducted by air in free space and can easily be heard and recorded
when conducted by air. However, this method has some serious
shortcomings: (1) the acquisition distance of a traditional microphone
or acoustic sensor is quite limited; therefore, people have to carry
the microphone during their lectures, news reports, telephone calls, or
theatrical performances. (2) The directional sensitivity of traditional
speech/acoustic transducers (including microphones) is quite weak;
as a result, the ability of traditional transducers to set off other
acoustic disturbance may be poor. Therefore, it is not possible to
acquire speech (or hear a particular sound) in a background with
considerable noise, such as in the cockpit of a tank or a plane, or
in any other rumbustious environment. (3) The frequency bandwidth
of a traditional acoustic transducer is narrow; hence, the traditional
acoustic transducer cannot be used for wide-spectrum acoustic signal
acquisition. (4) The sensitivity of a traditional acoustic transducer is
poor; therefore, it is not possible for the traditional acoustic transducer
to detect a tiny acoustic or vibratory signal.

Another speech acquisition method, which does not depend on
conduction by air or can overcome the shortcomings of the traditional
speech acquisition method, is required. Previous studies have proposed
some methods. For example, voice content can be transmitted by way
of bone vibrations. These vibrations can be picked up at the top of the
skull using bone-conduction sensors. Strong voicing can be facilitated
using this method [4]. Other media such as infrared rays, light waves,
and lasers can also be used to acquire the non-air-spread speech or
acoustical vibrations. However, their application is limited since the
constraint of their application conditions or their materials in detail
are usually difficult to obtain [5].

A novel non-air conducted speech acquisition method has been
developed in our laboratory [6]. This method uses a different medium
— the millimeter wave — to detect and exactly identify the speech
(or acoustic) signals generated by a person that exist in free space.
Radar has some special features, such as low-range attenuation, good
sense of direction, wide frequency bandwidth, and high sensitivity [7–
13], which the traditional speech acquisition method does not have.
Therefore, this special microphone, which we call “radar-microphone,”
may extend the speech and acoustic signal acquisition method to a
considerable extent. Moreover, the method that involves the use of
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the MMW radar has the same attributes as the traditional speech
acquisition method, such as noninvasiveness, safety, speed, portability,
and cheapness [14]. Therefore, this new speech acquisition method
may offer exciting opportunities for the following novel applications:
(1) a hands-free, long-distance (> 10m), directional speech/acoustic
signal acquisition system, which can be used in both common and
complex/rumbustious acoustic environments (e.g., a sharp whistle
blows at the left-hand side of the radar when we are conducting the
experiment in the playground; however, there is no whistle sound in the
recorded speech); (2) the tiny, wide frequency bandwidth acoustic or
vibratory signal acquisition,which cannot be detected by a traditional
microphone; (3) MMW radar that can also be used for assisting clinical
diagnosis or for measuring speech articulator motions [15].

However, there have been only a few reports on the MMW non-
air conducted speech. A similar experiment had been carried out more
than ten years ago [5], and a further research report has not been
found. Other researches with respect to the radar speech concentrated
on the non-acoustic sensors [14, 16, 17] and the measurement of speech
articulator motions, such as vocal tract measurements and glottal
excitation [15], but not on the MMW radar speech itself. Therefore,
there is a need to explore this new speech acquisition method (as well
as the corresponding speech enhancement algorithm) to extend the
existing speech acquisition method.

Although the MMW radar offers exciting possibilities in the field
of speech (or other acoustic signal) acquisition, the MMW radar
speech itself has several serious shortcomings, including artificial
quality, reduced intelligibility, and poor audibility. This is because
that the theories governing the acquisition of MMW radar speech
and traditional air-conducted speech are different. Therefore, some
combined harmonics of the MMW and electro-circuit noise are present
in the detected speech. Furthermore, channel noise and some ambient
noise also exist in the MMW radar speech [18–20]. Among these
noises, the harmonic noise and electro-circuit noise is quite larger and
more complex than traditional air-conducted speech, and they degrade
the MMW radar speech, this is especially true for the low-frequency
components (see Figure 4). This is the biggest problem that must be
resolved for the application of the MMW radar speech. Therefore,
speech enhancement is a challenging topic for MMW radar speech
research.

The special characters of the radar speech noise suggest that
a special speech enhancement method should be developed and
applied to the MMW radar speech. However, very little research
has been carried out on the MMW radar speech enhancement.
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Li et al. [6] proposed a multi-band spectral subtraction approach that
takes into account the fact that colored noise affects the speech
spectrum differently at various frequencies. Although the speech
quality was improved by this algorithm, it suffered from an annoying
artifact called “musical noise,” [21, 22] which is caused by narrow band
tonal components appearing somewhat periodically in each frame and
occurring at random frequencies in voice or silence regions. They also
explored other methods focused on masking the musical noise using
psychoacoustic models [6]; results obtained by using these algorithms
show that there is a need for further improvement in the radar speech
enhancement algorithm, especially at a very low SNR condition (SNR
< 10 dB). Furthermore, these algorithms are based on the spectral
subtraction method, which is in general effective in reducing the noise
but not in improving intelligibility. Therefore, it is necessary to find a
new way to improve intelligibility and reduce speech distortion when
reducing noise.

The wavelet transforms (WT), which can be easily obtained
by filtering a signal with multi-resolution filter banks [23, 24], has
been applied to various research areas, including signal and image
denoising, compression, detection, and pattern recognition [25–30].
Recently, WT have been applied in denoising signals on the basis of
the threshold of the wavelet coefficients, where the wavelet threshold
(shrinking) introduced by D. L. Donoho et al. [31] is a simple but
powerful denoising technique based on the threshold of the wavelet
coefficients. Previous studies have also reported the application of
wavelet shrinking for speech enhancement [32, 33]; however, it is not
possible to separate the signal from noises by a simple threshold
because applying a uniform threshold to all wavelet coefficients would
remove some speech components while suppressing additional noise,
especially for the colored noise corrupted signal and some deteriorated
speech conditions [34].

In order to overcome the limit of uniform threshold, many
previous researches combined the wavelet transforms successfully with
other denoising algorithms, such as Wiener filtering in the wavelet
domain [35], wavelet filter bank for spectral subtraction [36], or
coherence function [37]. The results of these methods suggest that
they can improve the performance of speech enhancement methods;
however, these wavelet-based methods generally need an estimation of
noise.

Therefore, an algorithm that is based on an adaptive time-scale
threshold of wavelet packet coefficients [38] without the requirement
of any knowledge of the noise level is used in this study. To
improve the performance of this algorithm for MMW radar speech,
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this study extends their wavelet filter-banks to nonlinear Bark-scaled
frequency spacing because the human ear sensibility is a nonlinear
function of frequency. The proposed method attempts to find the best
tradeoff between speech distortion and noise reduction that is based
on properties closely related to human perception.

Another issue to be resolved in most of the speech enhancement
algorithms is the decision regarding the sectioning of voice/unvoiced
speech. Bahoura’s algorithm [38] discriminated speech from silence by
experimentally determining a discriminatory value of 0.35. However,
this value is fixed and cannot be changed from frame to frame.
This limitation is worse for the enhancement of speech, particularly
important for MMW radar speech, where the combined noise decreases
the SNR, thereby making it quite difficult to detect voiced/unvoiced
speech sections. In order to effectively resolve this issue, the present
study presents a novel approach to the segmentation of voice/unvoiced
speech sections that is based on wavelet packet analysis and entropy.

Entropy is defined as a measure of uncertainty of information in
a statistical description of a system [39], and the spectral entropy
is a measure of how concentrated or widespread the Fourier power
spectrum of a signal is. In this study, a time-frequency description of
MMW radar speech, as described by the wavelet packet coefficient,
is used to calculate the entropy, which forms the wavelet packet
spectral entropy. By its very definition, wavelet packet entropy is
considerably sensitive both to the time-frequency distribution and to
the uncertainty of information; therefore, this novel tool may have very
useful characteristics with regard to speech section detection.

Therefore, compare to the first generation of the radar speech
acquisition method [6], this research develops a new kind of Doppler
radar system by using a super-heterodyne receiver, in order to
(1) increase the system stability; (2) decrease the hardware system
noise by reducing the DC offset and 1/f noise which has degradation
effects on system signal-to-noise ratio and detection accuracy. Also, in
order to enhance the detected radar speech, a speech enhancement
algorithm is also proposed, which is on the basis of time-scale
adaptation of wavelet packet coefficient thresholds by incorporating
the human ear perception and wavelet packet entropy. The steps
for radar speech enhancement and its effectiveness evaluation are
as follows: (1) to adopt the wavelet packet analysis to decompose
speech into nonlinear critical sub-bands and to compute the wavelet
packet entropy using these wavelet packet coefficients so as to detect
the voiced/unvoiced speech segment; (2) to apply the time-scale
adaptation of wavelet packet thresholds to the speech enhancement
algorithm, incorporating the human ear perception and wavelet packet
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entropy approach for improving MMW radar speech; and (3) to
evaluate the quality of the enhanced MMW speech in comparison to
speech enhanced by some other representative algorithm.

2. METHOD

2.1. Doppler Radar Detection Principle

For Doppler radar detection of throat vibration, the un-modulated
signal sent from transmitting antenna is:

Tr (t) = A cos(2πft+ϕ0) (1)

where f is carrier frequency (or transmitting frequency), t is the
elapsed time, and ϕ is the residual phase. If this signal is reflected (by
a vital target) with a phase shift ϕ(t) produced by the electromagnetic
propagation between the transmitting antenna and the vital target,
the received signal can be approximated as:

Re (t) = k1Tr (t−τ) = k1Acos [2πf(t−τ) + ϕ0+ϕ(t)] (2)

where k1 is attenuation coefficient, τ = 2R/c, here R is the target
distance, and c is the velocity of light. The radar receiver down-
converts the received signal Re (t) into baseband signal in the mixer:

B (t)= A cos(2πft+ϕ0)·k1Acos [2πf(t−τ) + ϕ0+ϕ(t)] (3)

The high frequency and DC components can be filtered by proper
digital signal processing (DSP), then:

B (t)≈ K sinϕ(t) (4)

where K is the gain of the filter and mixer, if the displacement of throat
vibration is small compare to the wavelength of the transmitting signal,
the phase shift ϕ(t) is approximate to sinϕ(t), then Eq. (4) can be
rewritten as [40]:

B (t)≈ Kϕ(t) (5)

Equation (5) suggest that the phase shift of the radar received
signal almost has a linear relation to the baseband signal, suggest that
the displacements (or vibration) of the human throat or chest can be
detected by using Doppler radar.

2.2. Description of the MMW Speech Acquisition System

The schematic diagram of this nonacoustic speech acquisition system
is shown in Figure 1. A phase-locked oscillator generates a very stable
MMW at 34.5 GHz with an output power of 100 mW. This output is
fed into both the transmitting circuit and the receiving circuit. In
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Figure 1. Schematic diagram of the speech-acquisition system.

the transmitting circuit, the MMW is up-converted to 35.5 GHz by
mixed with a 1 GHz crystal oscillator, this wave is fed through a power
attenuator before reaching the transmitting antenna. By using the
variable power attenuator, the power level of the microwave signal to
be radiated by the antenna is controlled, and the adjusting range is
0 ∼ 35 dB.

For the receiving circuit, the reflected wave is amplified by a
low-noise amplifier (Noise figure is 4 dB, the Gain is 18 dB) after
received by the receiving antenna. The transmitting and receiving
antennas are both parabolic antennas with a diameter of 300mm, the
estimated beam width is 9◦ × 9◦, and the maximum antenna gain
is 38.5 dB at 35.5 GHz. The amplified wave is down converted with
the 34.5 GHz phase-locked oscillator frequency, and then mixed with
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1GHz crystal oscillator frequency after amplified by an intermediate
frequency amplifier. A power splitter is used to divide the power of
the crystal oscillator, with half of the power fed to the up-converter
(transmitting circuit) and the other half to the mixer. The mixer
output provides the speech signal from the body, which is amplified
by a signal processor and is then passed through an A/D converter
before reaching a computer for further processing. All the signals were
sampled at a frequency of 1000Hz.

As shown in Figure 1, two dashed boxes form the transmitting
circuit and receiving circuit separately, the advantage of this kind of
radar component layout is that it employs two-step indirect-conversion
transceiver, so that to mitigate the severe DC offset problem and
the associated 1/f noise at baseband, that occurs normally in the
direct-conversion receivers. Compared to single antenna which we
used before [6], the antenna array has higher directive gain, which
can both increase the detection distance and reduce interference from
other directions. When the detection was performed, a 16-channel
Power Lab data acquisition system (AD Instruments) displayed and
recorded the radar baseband signal, this signal was further processes
by using a MATLAB program (R2007b).

2.3. Wavelet Packet Noise Reduction Algorithm

2.3.1. Bark (Critical) Band

It is well known that the sensibility of the human ear varies nonlinearly
in the frequency spectrum, which denotes the fact that the perception
of the auditory system of a signal at a particular frequency is influenced
by the energy of a perturbation signal in a critical band around this
frequency. The bandwidth of this critical band, furthermore, varies
with frequency. A commonly used scale for signifying the critical
bands is the Bark-band, which divides the audible frequency range
of 0 ∼ 16KHz into 24 abutting bands. An approximate analytical
expression to describe the relationship between linear frequency and
critical band number B (in Bark) is [41]:

B(f) = 13 arctan(0.7f) + 3.5

[(
f

7.5

)2
]

(6)

In this paper, the linear frequency of the radar speech is 0 ∼ 5000,
therefore the Bark-band number is set to 6. Figure 2 illustrates the
relationship between the frequency in hertz and the critical-band rate
in Bark.
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Figure 2. Nineteen bands of a wavelet packet tree that closely mimic
the critical bands.

2.3.2. Wavelet Packet Analysis

The wavelet packet analysis (WPA), which is based on the wavelet
transform, can offer a large range of possibilities for signal analysis [42].
If y(n), the noisy speech, consists of the clean speech signal s(n) and
the uncorrelated additive noise signal d(n), then:

y(n) = s(n) + d(n) (7)
For a given level, the wavelet packets transform (WPT)

decomposes the noisy signal y(n) into 2i subbands, with the
corresponding wavelet coefficient sets as wi

j,m:

wi
j,m = WP {s(n), i} n = 1, . . . N. (8)

where wi
j,m denotes the mth coefficient of the jth subband for the ith

level, and m = 1, . . . , N/2i, k = 1, . . . , 2i. In this study, i is set to 6
in the Bark-band.

The enhanced speech is synthesized with the inverse transforma-
tion of the processed wavelet packet coefficients:

ŝ(n) = WP−1
{
ŵi

j,m, i
}

(9)

where ŝ(n) is the enhanced radar speech, and ŵi
j,m is the updated

wavelet packet coefficient which is calculated by the algorithm stated
below.
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2.3.3. Wavelet Packet Entropy

The subband wavelet packet entropy is defined in terms of the relative
wavelet energy of the wavelet coefficients [43]. The energy for each
subband j and level i can be calculated as:

Ei
j =

∑
m

∣∣wi
j,m

∣∣2 (10)

The total energy of the wavelet packet coefficients will then be given
by:

Ei
total =

∑

j

∣∣wi
j

∣∣2 (11)

and the probability distribution for each level can be defined as:

pi
j =

Ei
j

Ei
total

(12)

Since, following the definition of entropy given by Shannon
(1948) [44], the subband wavelet packet entropy is defined by using
the probability distribution associated with scale level i (for further
details see [43] and [45]), we have:

H(i) = −
∑

j

pi
j log pi

j (13)

Two adaptive wavelet packet entropy thresholds are selected to
detect the onset and offset of MMW radar speech. The speech onset
threshold is Ts and the offset threshold is Tn. Ts is defined by adding
a fixed value Es to a past mean wavelet packet entropy value Tm. Tm

is calculated over the previous t ms (five frames). The speech offset
(noise) threshold Tn is calculated by adding another fixed value En

to Tm. When H(i) (in Eq. (13)) exceeds Ts, speech onset is detected
and speech offset is detected when H(i) drops below Tn. Therefore,
the wavelet packet entropy thresholds can be dynamically adjusted. In
this study for MMW radar speech, Es and En are set at the constant
values of 1.7 and 1.3, respectively.

2.3.4. Speech Enhancement Based on Time-scale Adaptation

The proposed enhancement scheme is presented in Figure 3. First,
we performed wavelet packet decomposition by using a nonlinear
Bark-band, and then, we carried out voiced/unvoiced speech section
detection by using adaptive wavelet packet entropy thresholds. Then,
we calculated the time-scale adapted threshold on the basis of the
Teager energy operator, masks construction, and thresholding process.
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Finally, we synthesized the enhanced speech with a wavelet packet
inverse transform of the processed wavelet coefficients.

a. Teager energy operator: In order to carry out the time-
adapting approach, the Teagerenergy operator (TEO) [46] was
used to create a mask [38], which can be calculated by the resulting
wavelet coefficients wi

j,m of each subband j:

tij,m =
[
wi

j,m

]2 − wi
j,m−1w

i
j,m+1 (14)

b. Mask processing for the time-adapting threshold: An
initial mask for each subband j is constructed by smoothing
the corresponding TEO coefficients and normalizing, which is
determined as following [46]:

M i
j,m =

tij,m ∗ hj(m)

max
(∣∣∣tij,m ∗ hj(m)

∣∣∣
) (15)

where hj(m) is an IIR low-pass filter (second order) and the max is
the maximum of the smoothed TEO coefficients in the considered
sub-band. For an unvoiced speech section, the mask is directly set
to 0. For a voiced speech section, the mask is normalized before
applying a root power function of 1/8, in order to implement a
compromise between noise removal and speech distortion [38]:

M ′i
j, m =




∣∣∣M i
j,m

∣∣∣− Si
j

max
(∣∣∣M i

j,m

∣∣∣− Si
j

)



1
8

(16)

where Si
j is given by the abscissa of the maximum of the amplitude

distribution of the corresponding mask M i
j,m.

c. Thresholding process: A scale-adapted wavelet threshold,
which is derived from the level-dependent threshold [38, 47] is used
in this study. For a given subband j, the corresponding threshold
λj can be defined as:

{
λj = σj

√
2 log(N)

σj = MADj/0.6745
(17)

where N is the length of the noisy speech for each subband, MADj

is the median of the absolute value estimated on the subband j.
Therefore, the time-scale adapted threshold is obtained by
adapting the corresponding threshold in the time domain:

λj,m = λj

(
1− αM ′i

j,m

)
(18)
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Figure 3. The proposed adaptive wavelet packet entropy speech
enhancement scheme.

where α is an adjustment parameter (α = 1).
The soft thresholding, which is defined by Donoho and
Johnstone [48, 49], is then applied to the wavelet packet
coefficients:

ŵi
j,m = Ts (λj,m, wj)

=
{

sgn (wj) (|wj | − λj,m) if |wj | > λj,m

0 if |wj | ≤ λj,m
(19)

The enhanced signal, therefore, can be synthesized with the
inverse transformation WP−1 of the processed wavelet coefficients
(Eq. (9)).

3. EXPERIMENTS

3.1. Subjects

Ten healthy volunteer speakers, 6 males and 4 females, participated in
the radar speech experiment. All the subjects were native speakers of
Mandarin Chinese. Their ages varied from 20 to 35, with a mean age of
28.1 (SD = 12.05). All the experiments were conducted in accordance
with the terms of the Declaration of Helsinki (BMJ 1991; 302: 1194),
and appropriate consent forms were signed by the volunteers.

The distance between the radar antenna and the human subjects
ranged from 2 m to 30m. Ten sentences of Mandarin Chinese were
used as the speech material for acoustic analysis and acceptability
evaluation. The lengths of the sentences varied from 6 words (5.6 s) to
30 words (15 s). The sentences were spoken by each participant in a
quiet experimental environment. The speakers were instructed to read
the speech material at normal loudness and speaking rates.

3.2. Additive Noise

In order to test the effectiveness of the proposed method, two
different types of background noise, namely, white Gaussian noise
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and speech babble noise, were added to the enhanced MMW radar
speech; both noises were taken from the Noise X-92 database. These
two representative noises have a greater similarity to actual talking
conditions than the other noises. Noises with varying SNRs of −10,
−5, 0, +5, and +10 dB were added to the original MMW radar speech
signal. SNR is defined as:

SNR = 10× log10




∑N
n=1 y2(n)

∑N
n=1

∣∣∣y(n)− ŝ(n)|2


 (20)

where ŝ(n) is the enhanced speech, and N is the number of samples in
the clean and enhanced speeches.

3.3. Perceptual Evaluation

For the perceptual experiment, eight listeners were selected to evaluate
the acceptability of each sentence based on the criteria of the mean
opinion score (MOS), which is a five-point scale (1: bad; 2: poor;
3: common; 4: good; 5: excellent). All the listeners were native speakers
of Mandarin Chinese, had no reported history of hearing problems, and
were unfamiliar with MMW radar speech. Their ages varied from 22
to 36, with a mean age of 26.37 (SD = 4.63). The listening tasks took
place in a soundproof room, and the speech samples were presented
to the listeners at a comfortable loudness level (60 dB sound pressure
level (SPL)) via a high quality headphone. A 4-s pause was inserted
before each citation word, and the order in which the speech samples
were presented was randomized, to allow the listeners to respond and
to avoid rehearsal effects.

4. RESULTS AND DISCUSSIONS

The performance of the proposed algorithm is evaluated and compared
to that of other algorithms. The other algorithms include the noise
estimation algorithm [50], traditional wavelet transform denoising
methods [49], and the time-scale adaptation algorithm [38]. For
evaluation purposes, 100 sentences, which are spoken by 6 male and 4
female volunteer speakers, are used.

Generally, a speech enhancement system produces two main
undesirable effects: residual noise and speech distortion. However,
these effects are difficult to quantify with the help of traditional
objective measures. Therefore, speech spectrograms were used in this
study since they have been identified as a well-suited tool for observing
both the residual noise and the speech distortion. In addition, the
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results were evaluated objectively by signal-to-noise ratio (SNR) and
subjectively by mean opinion score (MOS) under conditions of different
additive white Gaussian noise as well as bobble noise (for MOS) for
the algorithm evaluation.

Figure 4 shows the spectrograms of the original MMW radar
speech (a), the enhanced speech using the noise estimation algorithm
(b), the enhanced speech using the traditional wavelet transform
denoising algorithm (c), the enhanced speech using the time-scale
adaptation algorithm (d), and the proposed adaptive wavelet packet
entropy algorithm (e).

As stated earlier, the combined noises are introduced into the
original MMW radar speech. These noises can be clearly seen in
Figure 4(a), especially in the speech-pause region. It can also be
seen from the figure that the noises are mainly concentrated in the
low-frequency components, roughly below 3 kHz. Figures 4(b) and (c)
show that the noise estimation algorithm and the traditional wavelet
transform denoising methods are effective in reducing the combined
radar noises, both in the speech and the non-speech sections. However,
there is still too much remnant noise in the enhanced speech, especially
in the frequency section in which the noise is concentrated, suggesting
that the noise reduction is not satisfactory. It can be seen from
Figure 4(d) that the time-scale adaptation algorithm has great effects

(a)
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(b)

(c)
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(d)

(e)

Figure 4. The Spectrogram of the radar speech: (a) The original
MMW radar speech; (b) enhanced speech by the noise estimation
algorithm; (c) by the traditional wavelet transform denoising methods;
(d) by the time-scale adaptation algorithm; (e) by the proposed
adaptive wavelet packets entropy algorithm.
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on enhancing MMW radar speech, but does not remove entirely the
noise. Figure 4(e) shows that the proposed adaptive wavelet packet
entropy threshold algorithm can not only greatly reduce the low-
frequency noise, in which the combined radar noise is concentrated,
but it also completely eliminates the high-frequency noise. It can be
seen from the figure that in the speech-pause regions the residual noise
is almost eliminated. Moreover, it is clear that the residual noise
is greatly reduced and has lost its structure. These results suggest
that the proposed algorithm achieves a better reduction of the whole-
frequency noise than other methods.

The mean results of the SNR measurements in terms of an
objective measure for 100 MMW radar sentences are shown in
Figure 5; the values for each sentence were corrupted by white
noise at −10, −5, 0, +5, and +10 dB SNR levels. Methods
compared included the noise estimation algorithm (noise estimation),
traditional wavelet transform denoising methods (wavelet transform),
time-scale adaptation algorithm (time-scale adaptation), and the
proposed adaptive wavelet packet entropy algorithm (wavelet packets
entropy). As shown in Figure 5, the proposed method has the best
performance, followed by the time-scale adaptation algorithm and the
noise estimation method. It also can be seen from the figure that the
proposed method has a nearly 2 dB better performance than any of
the other above mentioned methods in the −10 dB noise case; further,
this difference decreases with an increase in the SNR values, suggesting

Figure 5. SNR results for white noise case at −10, −5, 0, +5, and
+10 dB SNR levels.
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Figure 6. Acceptability scores of the original and enhanced MMW
radar speech. The noisy speech in the case of additive noise has an
input SNR of 0 dB.

that the proposed method has considerably better performance than
any of the other above mentioned methods, especially in the low SNR
noise cases.

The perceptual analyses score (subjective results) obtained using
MOS for these same conditions are shown in Figure 6. Eight listeners
were asked to rate the sentences for quality as stated before. MOSs
were used for 100 original MMW radar sentences produced by ten
volunteer speakers and for the noisy sentences for white and bubble
noise at 0 dB SNR levels. The score of the enhanced speech obtained
by using the proposed adaptive wavelet packet entropy algorithm is the
highest, followed by that from the time-scale adaptation algorithm and
the noise estimation algorithm. This is true for both the original speech
and the noisy speech. Informal listening tests also indicated that
the speech enhanced with the proposed algorithm is more pleasant,
the residual noise is much reduced, and has minimal, if any, speech
distortion. This is because the time and scale wavelet packet thresholds
can be adaptively adjusted in each Bark-band, the Bark-band also
takes into account the frequency-domain masking properties of the
human auditory system, thus prevents quality deterioration in the
speech during the threshold process.

These results indicate that the proposed adaptive wavelet packet
entropy algorithm is better suited for MMW radar speech enhancement
than the other above mentioned methods, especially in the case of
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additive noise. Because the thresholds, which are used to determine
the voiced/unvoiced speech section, are fixed and cannot be changed
from frame to frame, the time-scale adaptation method cannot
reduce the noise effectively. This limitation will be worse for the
enhancement of MMW radar speech, especially for low SNRs (see
Figure 5). With regard to the wavelet packet entropy thresholds
in the proposed algorithm, voiced/unvoiced speech sections can be
determined adaptively. Furthermore, based on the frame-by-frame
adaptations of time-scale wavelet packet thresholds in each Bark-band,
the algorithm can realize a good tradeoff between reducing noise,
increasing intelligibility, and keeping the distortion acceptable to a
human listener. Moreover, the time-scale threshold of wavelet packet
coefficients can be adequately and adaptively adjusted; this makes it
possible to get better speech quality via speech enhancement in some
rigorous speech environments.

The adaptive wavelet packet entropy algorithm is also effective.
Although wavelet packet entropy analysis increases the computational
load, a great benefit of the proposed algorithm is that the explicit
estimation of the noise level or of the a priori knowledge of the
SNR is not necessary, which can avoid a great computational load.
Considering its better effects on speech enhancement, the proposed
algorithm is quite efficient.

As a single channel wavelet-type speech enhancement method,
the adaptive wavelet packet entropy algorithm proposed in this
paper can be applied for the enhancement of MMW radar speech
in a practical situation. For example, a MMW speech enhancing
system, into which this algorithm is embedded, can be developed.
With the help of digital signal processing (DSP) technology, we can
realize the speech enhancement function with a microprocessor and
implanted into a radar-telephone, radar-microphone, or other electronic
equipment. Different enhancement algorithms, suitable for different
noise conditions, can be selected by a switch. With the development
of efficient enhancement methods, the quality of MMW speech will be
vastly improved and will provide better perception.

As a novel speech acquisition method, i.e., MMW radar speech
acquisition method can not only be used as a substitute for the
existing speech acquisition method but also compensate for several
serious shortcomings of the traditional microphone speech, such as
acquisition distance and directional sensitivity. Therefore, the MMW
radar speech acquisition method can be combined with traditional
speech acquisition equipment in order to improve the performance of
the speech acquisition method and to extend the application fields of
the speech acquisition.



36 Li et al.

5. CONCLUSION

By means of super-heterodyne millimeter wave radar, a new kind
of non-air conducted speech acquisition method (radar system) is
introduced in this study. Because of the special features of the
millimeter wave radar, this method can provide some exciting
possibilities for a wide range of applications. However, radar
speech is substantially degraded by additive combined noises that
include radar harmonic noise, electro-circuit noise, and ambient
noise. This study proposes an adaptive wavelet packet entropy
algorithm that incorporates the human ear perception and the time-
scale adaptation. Results from both the objective and the subjective
measures/evaluations suggest that this method can not only greatly
reduce the whole-frequency noise but also prevent speech from quality
deterioration, especially in the low SNR noise cases. Furthermore, the
proposed algorithm is effective because an explicit estimation of the
noise level is not required.
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