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Abstract—High-order unconditionally-stable three-dimensional (3-D)
four-step alternating direction implicit finite-difference time-domain
(ADI-FDTD) methods are presented. Based on the exponential
evolution operator (EEO), the Maxwell’s equations in a matrix
form can be split into four sub-procedures. Accordingly, the time
step is divided into four sub-steps. In addition, high-order central
finite-difference operators based on the Taylor central finite-difference
method are used to approximate the spatial differential operators first,
and then the uniform formulation of the proposed high-order schemes
is generalized. Subsequently, the analysis shows that all the proposed
high-order methods are unconditionally stable. The generalized form of
the dispersion relations of the proposed high-order methods is carried
out. Finally, in order to demonstrate the validity of the proposed
methods, numerical experiments are presented. Furthermore, the
effects of the order of schemes, the propagation angle, the time step,
and the mesh size on the dispersion are illustrated through numerical
results. Specifically, the normalized numerical phase velocity error
(NNPVE) and the maximum NNPVE of the proposed schemes are
lower than that of the traditional ADI-FDTD method.

1. INTRODUCTION

The finite-difference time-domain (FDTD) method [1] has been
proven to be an established numerical technique that provides
accurate predictions of field behaviors for electromagnetic interaction
problems [2–4]. Some enhanced FDTD methods have been
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proposed [5–9]. However, the applications of the FDTD method
had been restricted by the well-known Courant-Friedrichs-Lewy (CFL)
condition [10] on the times step and the numerical dispersion associated
with space discretization.

Recently, to overcome the CFL condition on the time step size
of the FDTD method, an unconditionally-stable alternating direction
implicit (ADI)-FDTD method was developed [11, 12]. The ADI-FDTD
method has second-order accuracy both in time and space. Moreover,
the numerical dispersion of two and three dimensions was analyzed
in [13, 14]. Nevertheless, it presents large numerical dispersion error
with large time steps. To improve the dispersion performance, several
methods were proposed, such as parameter-optimized [15], error-
reduced [16], artificial-anisotropy methods [17, 18] and the simplified
sampling biorthogonal ADI method [19].

Along the same line, other unconditionally-stable methods such
as Crank-Nicolson (CN) [20, 21], split-step (SS) [22–25] and locally-one
dimensional (LOD) [26, 27] FDTD methods were developed. Specially,
the CN-FDTD method has higher accuracy than that of the ADI-
FDTD method. The LOD-FDTD method can be considered as the
split-step approach (SS1) with first-order accuracy in time, which
consumes less CPU time than that of the ADI-FDTD method. On
the other hand, using high-order schemes is a usual method to reduce
the numerical dispersion error. Concretely, a higher-order ADI-FDTD
method in 2-D domains was presented in [28]. Then, a comprehensive
study of the stability and dispersion characteristics for a set of higher
order 3-D ADI-FDTD methods was presented in [29]. Subsequently,
an arbitrary-order 3-D LOD-FDTD method was proposed in [30].
Furthermore, high-order split-step FDTD methods in 3-D domains
were developed in [31]. An arbitrary-order leapfrog ADI-FDTD
method was presented in [32].

High-order four-step ADI-FDTD methods in 3-D domains are
presented in this paper. Firstly, based on the exponential evolution
operator (EEO), the Maxwell’s equations can be split into four sub-
procedures. Accordingly, the time step is divided into four sub-steps,
and the proposed methods are denoted by four-step ADI-FDTD herein.
In addition, high-order central finite-difference operators based on the
Taylor central finite-difference method in [33] are used to approximate
the spatial differential operators. Moreover, the uniform formulation
of the proposed high-order methods is generalized. Secondly, all the
high-order schemes are proven to be unconditionally stable by using
the Fourier method. Furthermore, the numerical dispersion relation
is derived analytically. Finally, numerical experiments are presented
to demonstrate the unconditional stability and the efficiency of the
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proposed methods. Moreover, some discussions are provided to show
the effects of the order of schemes, the propagation angle, the time
step, and the mesh size on the numerical dispersion. It can be
concluded that the proposed methods achieve better accuracy even
with the coarser mesh, and such an improvement actually leads to
other advantages such as higher computational efficiency and lower
memory requirements.

2. FORMULATIONS OF THE PROPOSED
HIGH-ORDER METHODS

In linear, lossless and isotropic medium, ε and µ are the electric
permittivity and magnetic permeability, respectively. Then, the 3-D
Maxwell’s equations can be written in a matrix form as

∂~u/∂t = [M ] ~u. (1)

where ~u = [Ex, Ey, Ez, Hx, Hy, Hz]T and

[M ] =


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− 1
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

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The matrix [M ] is split into four parts [A]/2, [B]/2, [A]/2, and [B]/2.
Then, (1) can be written as

∂~u/∂t = [A]/2 · ~u + [B]/2 · ~u + [A]/2 · ~u + [B]/2 · ~u. (2)
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Suppose that a numerical solution u(t) at a given time tn = n∆t
is transported to that at the next time tn+1 = (n + 1)∆t. Now, from
the forward Taylor series development

~un+1 =
(
1+∆t∂/∂t+(∆t)2

/
2!·∂2

/
∂t2+. . .

)
~un =exp(∆t∂/∂t)~un. (3)

Therefore, combination with (3), the solution to (2) can be easily found
as

~un+1 =exp (∆t/2 · [A]+∆t/2·[B]+∆t/2·[A] + ∆t/2·[B])~un. (4)
The exponential evolution operator (EEO) in (4) can be

reformulated as follows

~un+1=
exp (∆t/4 · [A] + ∆t/4 · [B] + ∆t/4 · [A] + ∆t/4 · [B])

exp (−∆t/4 · [A]−∆t/4 · [B]−∆t/4 · [A]−∆t/4 · [B])
~un

=
exp (∆t/4 · [A] + ∆t/4 · [B] + ∆t/4 · [A] + ∆t/4 · [B])

exp (−∆t/4 · [B]−∆t/4 · [A]−∆t/4 · [B]−∆t/4 · [A])
~un.(5)

Note that in the above equation [A] + [B] = [B] + [A] but [A][B] 6=
[B][A].

If the sequential splitting is used to split these EEOs, we can
obtain

~un+1 =
exp (∆t/4 · [A])

exp (−∆t/4 · [B])
· exp (∆t/4 · [B])
exp (−∆t/4 · [A])

· exp (∆t/4 · [A])
exp (−∆t/4 · [B])

· exp (∆t/4 · [B])
exp (−∆t/4 · [A])

~un. (6)

By using the following Taylor series approximation,

exp (δ[A]) =
∞∑

k=0

(δ[A])k
/

k! ≈ 1 + δ[A] for |δ| ¿ 1. (7)

(6) can be approximated in the following manner for small ∆t

~un+1 ≈ ([I] + ∆t/4 · [A])
([I]−∆t/4 · [B])

· ([I] + ∆t/4 · [B])
([I]−∆t/4 · [A])

· ([I] + ∆t/4 · [A])
([I]−∆t/4 · [B])

· ([I] + ∆t/4 · [B])
([I]−∆t/4 · [A])

~un. (8)

Now intermediate variables ~un+1/4, ~un+2/4, and ~un+3/4 are introduced
in between ~un and ~un+1. Then (8) can be computed in the following
four sub-steps

([I]−∆t/4 · [A]) ~un+1/4 = ([I] + ∆t/4 · [B]) ~un (9a)

([I]−∆t/4 · [B]) ~un+2/4 = ([I] + ∆t/4 · [A]) ~un+1/4 (9b)

([I]−∆t/4 · [A]) ~un+3/4 = ([I] + ∆t/4 · [B]) ~un+2/4 (9c)

([I]−∆t/4 · [B]) ~un+1 = ([I] + ∆t/4 · [A]) ~un+3/4. (9d)
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Table 1. Coefficients of high-order central finite-difference schemes.
HHHHHN

d
d1/2 d3/2 d5/2 d7/2 d9/2

2 1
4 9/8 −1/24
6 225/192 −25/384 3/640
8 1.196289 −0.079753 0.009570 −0.000698
10 1.211243 −0.089722 0.013843 −0.001766 0.000119

where [I] is a 6 × 6 identity matrix. ∂/∂α (α = x, y, z) is the finite-
difference of order N that is used to approximate and replace the
spatial differential operators in matrix [A] and [B]. By using the Taylor
central finite-difference method in [33], the following approximation of
the spatial derivative of the field component V in the α (α = x, y, z)
direction is defined as

∂/∂α
(
V

∣∣n
I,J,K

)
=

1
∆α

L∑

l=−L+1

d(2l−1)/2V
∣∣∣nI+(2l−1)/2,J,K . (10)

and V = Eα, Hα, α = x, y, z, d(2l−1)/2 = −d−(2l−1)/2 =
(−1)l−1(2L−1)!!2

22L−2(L+l−1)!(L−l)!(2l−1)2
, where L is equals to different integers (L =

1, 2, 3, . . .). N = 2L is the order of the central finite difference
approximation, coefficients d depend on the order of the approximation
N , which are listed in Table 1 for N = 2, 4, 6, 8, and 10.

For instance, for the second-order approximation (N = 2), for
components of Ex and Hz in sub-step 1, after a series of manipulation,
can be expressed as
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(11a) is a linear system of equations with a diagonally banded
coefficient matrix of three non-zero elements; it can be solved efficiently
with special numerical packages and it has a computational complexity
of O (M). M is the total number of unknowns of the system. Note
that when an order of N is applied, the diagonally banded coefficient
matrix will have N +1 non-zero elements. (11b) is an explicit equation
that can be computed directly. For other field components, equations
and computational processes similar to (11a)–(11b) can be obtained.
The formulations for the other high-order approximation and other
field components can be found in a similar manner by using Table 1.

3. NUMERICAL STABILITY ANALYSIS

By using the Fourier method, assuming kx, ky, and kz to be the spatial
frequencies along the x, y, and z directions, the field components in
spectral domain at the nth time step can be denoted as

U
∣∣n
I,J,K = Une−j(kxI∆x+kyJ∆y+kzK∆z). (12)

By substituting (12) into (9a)–(9d), the following equations can be
generated

Un+1 = [Λ]4[Λ]3[Λ]2[Λ]1Un = [Λ]Un. (13)

where [Λ] is the growth matrix, [Λ]1, [Λ]2, [Λ]3, and [Λ]4 are the growth
matrices of the sub-steps. Moreover, [Λ]3 = [Λ]1, [Λ]4 = [Λ]2, and
b = ∆t/(2ε), d = ∆t/(2µ), Pα = −2 sin(kα∆α)/∆α, Aα = 4 + bdP 2

α
(α = x, y, z).

By using Maple 9.0, the eigenvalues of [Λ] can be found, as

[Λ]1 =


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λ1 = λ2 = 1, λ3 = λ5 = λ∗4 = λ∗6 = ξ + j
√

1− ξ2. (15)

where ξ = R/S, and

R=4096−6144bd
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y P 2
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It is obvious that the values of Pα corresponding to the
second-, the fourth-, the sixth-, the eighth-, and the tenth-order central
finite-difference schemes are all real numbers, thus the eigenvalues
associated with these schemes can be represented as (15). Since
|λ1| = |λ2| = |λ3| = | λ4| = |λ5| = |λ6| = 1, we can conclude that
all the high-order schemes are unconditionally stable.

4. NUMERICAL DISPERSION ANALYSIS

The numerical dispersion of the proposed methods can be found by
following the procedure described in [14].

Assume the field to be a monochromatic wave with angular
frequency ω

Un+1 = ejω∆tUn. (17)

Then, (13) can be expressed as
(
ejω∆t[I]− [Λ]

)
Un = 0. (18)

where Un is related to the initial field vector U0 and defined by

Un = U0ejω∆tn. (19)



720 Kong, Chu, and Li

For a nontrivial solution of (18), the determinant of the coefficient
matrix should be zero as follows

det
(
ejω∆t[I]− [Λ]

)
= 0. (20)

With reference to the eigenvalues of [Λ] above, the dispersion
relationship of the high-order schemes can be deduced in (21).

tan2(ω∆t/2) = (S −R)/(S + R). (21)

Based on the previous arguments of the generalized eigenvalues,
the dispersion relation in (21) can also be generalized to all the high-
order schemes. This is achieved simply by replacing Pα with those
corresponding to the high-order difference schemes.

Assume that a wave propagating at angle θ and φ is in the
spherical coordinate system. Then, kx = k sin θ sinφ, ky = k sin θ cosφ,
kz = k cos θ. By substituting them into the dispersion relation (21),
the numerical phase velocity ṽp = ω/k̃ can be solved numerically,
where k̃ is the numerical wave number. Moreover, several notations
are introduced for clarity.

4.1. The Normalized Numerical Phase Velocity Error
(NNPVE)

With the above definition of the numerical phase velocity, NNPVE at
a propagation angle θ and φ can be defined as

NNPVE(θ, φ) = |ṽp (θ, φ)/v − 1| × 100%. (22)

4.2. The Maximum NNPVE

Here, in the entire range of θ and φ, the maximum value of the NNPVE
is denoted as the maximum NNPVE, i.e.,

NNPVEmax = max
[
|ṽp (θ, φ)/v − 1| × 100%

∣∣∣θ=0◦∼90◦
φ=0◦∼90◦

]
. (23)

4.3. The Normalized Numerical Phase Velocity Anisotropic
Error (NNPVAE)

In the entire range of φ, the normalized numerical phase velocity
anisotropic error (NNPVAE) can be defined as,

NNPVAE(φ)

=

[
max

[
ṽp(θ, φ)/v

∣∣
θ=0◦∼90◦

]−min
[
ṽp(θ, φ)/v

∣∣
θ=0◦∼90◦

]]

min
[
ṽp(θ, φ)/v

∣∣
θ=0◦∼90◦

] ×100%. (24)
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4.4. The Maximum NNPVAE

In the entire range of φ, the maximum value of the NNPVAE is denoted
as the maximum NNPVAE, i.e.,

NNPVAEmax = max [NNPVAE(φ) |φ=0◦∼90◦ ] . (25)

4.5. The Cell Per Wavelength (CPW)

For simplicity, uniform cells are considered here (∆x = ∆y = ∆z),
CPW is introduced as the number of the cell per wavelength, i.e.,

CPW = λ/∆x. (26)

where λ is the wavelength with no numerical anisotropy.

4.6. The CFL Number (CFLN)

CFLN is defined as the ratio between the time step taken and the
maximum CFL limit of the FDTD method, which can be expressed as

CFLN = ∆t/∆tCFL FDTD. (27)

5. NUMERICAL RESULTS AND DISCUSSION

In this section, in order to demonstrate the efficiency of the
proposed methods, numerical experiments are presented first, and then
numerical dispersion characteristics of the second-, the fourth-, the
sixth-, the eighth-, and the tenth-order four-step ADI-FDTD methods
are presented, which based on the equations derived in the last sections.
This study will be useful for the selection and evaluation of various
higher order four-step ADI-FDTD methods.

5.1. Numerical Verifications of the Unconditional Stability

Although the unconditional stability has been theoretically proved for
the proposed methods, numerical experiments are needed to confirm
the theoretical result.

The FDTD method, the ADI-FDTD method, and the four-step
ADI-FDTD method are utilized to simulate a cavity of 9 mm ×
6mm × 15mm in size, all of which have the second-order accuracy
in space. In addition, the cavity is filled with air and terminated with
perfect electric conducting (PEC) boundaries. Moreover, a sinusoidal
modulated Gaussian pulse of exp[−(t − t0)2/T 2] × sin[2πf0(t − t0)] is
used as the excitation source, where T = 30 ps, t0 = 3×T , f0 = 20GHz.
The mesh size is chosen as ∆x = ∆y = ∆z = 0.30 mm with 30 samples
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per wavelength at the highest frequency of the excitation source,
leading to a mesh number of 30 × 20 × 50. ∆tCFL FDTD = 0.57735 ps
is the maximum time step size to satisfy the limitation of the 3D CFL
condition in the conventional FDTD method. For the conventional
FDTD method, CFLN = 1 and the step number is 6000, and the
total simulation time is selected to be 3.4641 ns. The simulations are
performed on a computer of Pentium IV with 4GB RAM, and the
computer program is developed with C++.

Figure 1 shows the Ez-field at the observation point for the ADI-
FDTD and four-step ADI-FDTD methods with CFLN = 6. From
Fig. 1, the result of the four-step ADI-FDTD method is in better
agreement with the FDTD method than that of the ADI-FDTD
method. It can be seen that the proposed method did provide stable
solutions even when the time step exceeds the CFL by six times.
Further experiments (not shown here due to limitation of space) found
that the solutions were bounded with even larger time steps and with
higher orders. This verifies the unconditional stability of the proposed
methods.

Table 2 shows the comparisons of results of three methods. As
can be seen from Table 2, the four-step ADI-FDTD method with
0.3mm mesh size and CFLN = 6 provides the same level of accuracy
as the ADI-FDTD method with 0.3 mm mesh size and CFLN = 3.
In addition, the CPU time and the memory requirement for two
methods are the same. Therefore, the four-step ADI-FDTD method
can use larger CFLN with the same level of the accuracy. Furthermore,
the four-step ADI-FDTD method with CFLN = 3 is more accurate

Figure 1. Ez-field at the
observation point for three FDTD
methods.

Figure 2. Normalized numerical
phase velocity error (NNPVE)
versus φ with CFLN = 6 and
CPW = 30 for the second-order
schemes.
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than that of the ADI-FDTD method with CFLN = 3. In addition,
the four-step ADI-FDTD method with 0.3 mm mesh size provides
the same accuracy as the ADI-FDTD method with 0.15 mm mesh
size. In addition, the four-step ADI-FDTD scheme requires the CPU
time of 52 s and the memory requirement of 3.9136 MB. However,
the ADI-FDTD method increases the CPU time to 307 s and the
memory requirement to 31.2995MB, respectively. Consequently, with
the same level of accuracy, the saving in the CPU time and the memory
requirement of the four-step ADI-FDTD method can be more than
83.06% and 87.5% in comparisons with the ADI-FDTD method.

Table 2. Comparisons of results with three methods.

Scheme

Mesh

size

(mm)

CFLN
Step

number

Result

(GHz)

TE101

(19.437)

Relative

error (%)

Result

(GHz)

TE011

(26.926)

FDTD
0.30 1 6000 19.43 0.0360 26.91

0.15 1 12000 19.43 0.0360 26.92

ADI-

FDTD

0.30 3 2000 19.37 0.3447 26.74

0.30 6 1000 19.22 1.1164 26.29

0.15 6 2000 19.38 0.2933 26.76

Four-step

ADI-

FDTD

0.30 3 2000 19.41 0.1389 26.86

0.30 6 1000 19.37 0.3447 26.74

0.15 6 2000 19.42 0.0875 26.88

Scheme
Relative

error (%)

Result

(GHz)

TM111

(30.046)

Relative

error (%)

CPU

time (s)

Memory

(MB)

FDTD
0.0594 30.03 0.0533 19 2.0598

0.0233 30.04 0.0200 274 16.4784

ADI-

FDTD

0.6908 29.84 0.6856 26 3.9136

2.3620 29.32 2.4163 13 3.9136

0.6165 29.86 0.6191 307 31.2995

Four-step

ADI-

FDTD

0.2451 29.98 0.2197 52 3.9136

0.6908 29.84 0.6856 26 3.9136

0.1708 29.99 0.1864 617 31.2995

On the other hand, when the proposed fourth-order scheme works,
the material interface and boundary conditions are treated using the
fourth-order method in order to maintain the overall accuracy. To
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improve the computational efficiency, optimized FDTD methods based
on the (2, 4) stencil were proposed in [34]. In the optimized (2, 4)
FDTD methods, the spatial differential operators are approximated
by the cell-centered finite difference scheme with four stencils, which
features second-order accuracy in general. Subsequently, the optimized
method in [34] was extended into the ADI-FDTD method and further
reduced the dispersion errors by using the (2, 4) stencil approach [35].
Recently, to further reduce the dispersion error of the LOD-FDTD
method, the parameter optimized method to the fourth-order LOD-
FDTD was proposed based on the (2, 4) stencil [36]. Therefore, the
similar approach will be used to the fourth-order four-step ADI-FDTD
method. It is meaningful to propose the parameter optimized method
for the four-step ADI-FDTD method based on the (2, 4) stencil, and
it will be included in our future research plan.

5.2. Comparisons of Results with Second-order FDTD
Methods

Figure 2 shows the NNPVE versus φ with CFLN = 6 and CPW = 30.
From Fig. 2, it is apparent that the NNPVE of the proposed method is
greatly reduced compared with the ADI-FDTD method. For instance,
with θ = 45◦ and φ = 45◦, the NNPVE of the proposed method is
reduced by more than 67% in comparison with the ADI-FDTD method.
Moreover, the NNPVE reaches minimum at θ = 45◦, φ = 45◦.

Figures 3 and 4 present the NNPVE and the NNPVAE versus
φ with CFLN = 3, 6, CPW = 30, respectively. As can be seen

Figure 3. NNPVE versus φ with
CFLN = 3, 6, CPW = 30 and θ =
45◦ for the second-order schemes.

Figure 4. Normalized numeri-
cal phase velocity anisotropic er-
ror (NNPVAE) versus φ with
CFLN = 3, 6, CPW = 30 for the
second-order schemes.
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Figure 5. Maximum NNPVE
versus CFLN with CPW = 60,
120 for the second-order schemes.

Figure 6. Maximum NNPVAE
versus CFLN with CPW = 60,
120 for the second-order schemes.

from Fig. 3, the NNPVE increases when CFLN increases. However,
the increase of the NNPVE of the proposed method is much less
pronounced than that of the ADI-FDTD method. In addition, the
proposed method with CFLN = 6 has the same NNPVE value
compared with the ADI-FDTD method with CFLN = 3. On the other
hand, From Fig. 4, the NNPVAE reaches maximum at φ = 45◦. Other
characteristics are similar to the NNPVE in Fig. 3, which are not shown
here again.

Figures 5 and 6 show the maximum NNPVE and the maximum
NNPVAE versus CFLN with CPW = 60, 120, respectively. From
Fig. 5, with CPW = 60 and CFLN = 20, the maximum NNPVE of
the ADI-FDTD method is 10%. However, the maximum NNPVE of
the proposed method is 3%, which is lower than that of the ADI-
FDTD method. Furthermore, the maximum NNPVE increases as
CFLN increases. The proposed method with CPW = 60 has the same
error compared with the ADI-FDTD method with CPW = 120. On the
other hand, from Fig. 6, it can be seen that Fig. 6 is similar to Fig. 5,
except that the value of the maximum NNPVAE is different from the
value of the maximum NNPVE. Such an improvement of the accuracy,
which is realized by the proposed method with the coarse mesh, leads
to other advantages, such as higher computational efficiency and lower
memory requirements.

Figures 7 and 8 show the maximum NNPVE and the maximum
NNPVAE versus CPW with CFLN = 3, 6, respectively. As can be seen
from Figs. 7 and 8, the maximum NNPVE and the maximum NNPVAE
have the similar characteristics, except that the value of the maximum
NNPVE is different from the maximum NNPVAE. Concretely, from
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Figure 7. Maximum NNPVE
versus CPW with CFLN = 3, 6
for the second-order schemes.

Figure 8. Maximum NNPVAE
versus CPW with CFLN = 3, 6
for the second-order schemes.

Fig. 7, the maximum NNPVE decreases as CPW increases. For the
same CFLN value, the maximum NNPVE of the proposed method is
lower than that of the ADI-FDTD method. Moreover, the proposed
method with CFLN = 6 has the same Maximum NNPVE value
compared with the ADI-FDTD method with CFLN = 3.

5.3. Effect of Higher Order Schemes on Numerical
Dispersion

Figures 9 and 10 present the NNPVE versus φ with θ = 45◦ and
the NNPVAE versus φ for the proposed method of different orders,
respectively. It is apparent that the NNPVE is reduced when a high-
order approximation is used. However, the amount of the reduction is
related to the CPW value. For instance, with the fine mesh (CPW =
30), the NNPVE of the fourth-order scheme is reduced by about 75% of
that of the second-order scheme. However, when the order is increased
beyond four, the NNPVE decreases little (see Figs. 9(a) and (b)). On
the other hand, with the coarse mesh (CPW = 5), the NNPVE can
be decreased with the higher order schemes, which can be seen from
Fig. 9(c). Nevertheless, the reduction in the NNPVE is not linearly
proportional to the orders. The reduction starts to level off beyond a
certain order. On the other hand, from Fig. 10, the NNPVAE has the
similar phenomenon to the NNPVE in Fig. 9, except that the NNPVAE
in Fig. 10 reaches maximum at φ = 45◦ and minimum at φ = 0◦, 90◦.
However, the NNPVE in Fig. 9 reaches maximum at φ = 0◦, 90◦ and
minimum at φ = 45◦.
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(a) (b)

(c)

Figure 9. NNPVE versus φ with θ = 45◦ for the proposed high-order
schemes. (a) CFLN = 1, CPW = 30. (b) CFLN = 6, CPW = 30.
(c) CFLN = 1, CPW = 5.

5.4. Effect of Propagation Angle (φ) on Numerical
Dispersion

Figure 11 shows the NNPVE versus φ with CFLN = 10 and CPW = 60
for the proposed fourth-order scheme. It is seen that the NNPVE
reaches minimum at the diagonal direction (θ = 45◦, φ = 45◦) and
maximum at three axial directions, (θ = 90◦, φ = 0◦), (θ = 90◦,
φ = 90◦) and θ = 0◦. This represents a numerical anisotropy that is
similar to that of the conventional FDTD method. In addition, even
with CFLN = 10 (large time step), the maximum NNPVE is less than
0.75%.

5.5. Effect of the CFLN Value on Numerical Dispersion

Figure 12 shows how the CFLN value affects the NNPVE. From Fig. 12,
the NNPVE is less than 0.2% with CFLN = 3 while is less than
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(a)

(c)

(b)

Figure 10. NNPVAE versus φ for the proposed high-order schemes.
(a) CFLN = 1, CPW = 30. (b) CFLN = 6, CPW = 30. (c) CFLN = 1,
CPW = 5.

Figure 11. NNPVE versus φ
with CFLN = 10 and CPW =
60 for the proposed fourth-order
scheme.

Figure 12. NNPVE versus φ
with θ = 45◦ and CPW =
30 for the proposed fourth-order
scheme.
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Figure 13. NNPVE versus CPW
with θ = 45◦ and CFLN = 4.

Figure 14. NNPVAE versus
CPW with CFLN = 4.

0.7% with CFLN = 6. In other words, the NNPVE increases when
CFLN increases. This is consistent with the fact the Taylor’s series
approximation to obtain (8) is accurate under the assumption of small
time step ∆t. The smaller the time step ∆t, the better accuracy of (8).
It is concluded that even with a high order, the time step ∆t should
not be too large.

5.6. Effect of the CPW Value on Numerical Dispersion

Figures 13 and 14 present how the CPW value affects the NNPVE
and the NNPVAE for both the second- and the fourth-order schemes,
respectively. It can be seen from Figs. 13 and 14, the NNPVE and the
NNPVAE have the similar characteristics, except that the NNPVE
reaches minimum at φ = 45◦ and the NNPVAE reaches maximum at
φ = 45◦. Moreover, from Fig. 13, for the second-order scheme, when
the CPW value increases from 30 to 60, the NNPVE is reduced by four
time, and when the CPW value increases from 30 to 120, the NNPVE
is reduced by twelve times. It can be seen that the NNPVE is decreased
by refining the mesh for both the second- and the fourth-order schemes.
This is explained that as CPW increases, the mesh sizes ∆x, ∆y and
∆z become smaller, the approximation of (10) is more accurate.

Figures 15 and 16 present the maximum NNPVE and the
maximum NNPVAE versus CPW for the proposed high-order schemes
with CFLN = 1, 6, respectively. From Figs. 15 and 16, the maximum
NNPVE and the maximum NNPVAE have the similar characteristics.
In detail, when CFLN is smaller, it is apparent that the increase of
the order is more effective than the increase of CPW. In other words,
the higher order scheme with the coarsest mesh may result in higher
computation efficiency than the lower order scheme with the finest
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(a) (b)

Figure 15. Maximum NNPVE versus CPW for the proposed high-
order schemes. (a) CFLN = 1. (b) CFLN = 6.

(a) (b)

Figure 16. Maximum NNPVAE versus CPW for the proposed high-
order schemes. (a) CFLN = 1. (b) CFLN = 6.

mesh for the same required accuracy. At the same time, the memory
requirement by the updating procedures may also be reduced. On the
other hand, when CFLN is larger, it presents an extreme case that
the increase of the order reduces a little in the maximum NNPVE and
the maximum NNPVAE, whereas the increase of CPW does reduce
the maximum NNPVE and the maximum NNPVAE a lot, up to four
times. Nevertheless, increasing CPW leads to such disadvantage as
higher memory requirements.

From the above investigations, we can conclude that higher
order schemes can achieve lower NNPVE and NNPVAE; however, the
improvement is related to the propagation angle, the time step and
the mesh size. When the time step is increased, the NNPVE and the
NNPVAE of each higher order scheme becomes larger, and thus the
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scheme to decrease the effect of temporal discretization on numerical
dispersion will also be needed.

6. CONCLUSION

High-order unconditionally-stable four-step ADI-FDTD methods in 3-
D domains have been presented. Based on the exponential evolution
operator (EEO), the Maxwell’s equations have been split into four
sub-procedures, and accordingly, the time step is divided into four
sub-steps. Moreover, the high-order central finite-difference schemes
based on the Taylor central finite-difference method have been used
to approximate the spatial differential operators. The unconditional
stability of the proposed methods has been theoretically proven
and numerical verification by the experiments. Furthermore, the
generalized form of the dispersion relations of the proposed methods
has also been provided. To trade off between the computational
efficiency and accuracy, the effects of the order of schemes, the
propagation angle, the time step, and the mesh size on the dispersion
characteristics have been illustrated through the numerical results.

The improved accuracy realized by the higher order four-step ADI-
FDTD schemes actually leads to other advantages of them, which
are higher computation efficiency and lower memory requirement,
since they may obtain better accuracy even with coarser mesh.
Therefore, the proposed schemes will be of interest and usefulness in
electromagnetics problems and can be applied into waveguide, antenna
or EMC problems. Generalizing these extensions will be our future
work.
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