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Abstract—Battlefield surveillance is a common application of
synthetic aperture radar (SAR), in which minefield detection is a
challenging task. In this paper, a novel minefield detection approach
is proposed via the morphological diversities between targets and
background. Firstly, SAR image speckle is suppressed effectively
by total variation, and targets edges are preserved well. Secondly,
a nonlinear transform is introduced to map the special distributed
targets, e.g., landmines, into spot targets. Lastly, the modification of
morphological component analysis is adopted to improve the signal-
to-clutter ratio and separate the spot targets from image. The
performance of the proposed approach is validated by using the data
acquired over an airship mounted SAR system.

1. INTRODUCTION

Nowadays, there is an increasing interest in remote sensing applications
from low-altitude platform. One of the most encouraged applications
is minefield surveillance by airship. Synthetic aperture radar (SAR)
is able to provide a powerful surveillance capability, allowing the
observation of broad expanses, independently from weather conditions,
so much during the day as during the night [1]. Ultra-wideband
(UWB) SAR, operating in low frequency, can penetrate the ground
surface, so minefield detection via UWB SAR is one of the highlights
of research [2–4].

But the counterpart is that the minefield detection in SAR images,
affected by speckle, is quite troublesome. Ground clutters are another
reason for detection performance depreciation. Generally, there exist
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lots of trees, stones and bumps, etc., in surveillance scene, which have
strong reflections in radar system. So those objects lead to a lot
of false alarms in detection images when the processing of detecting
only relies on the images gray, such as the local constant false alarm
rate (CFAR) detector and RX anomaly detector [5, 6]. In order to
reduce false alarms, other features of landmine should be extracted,
e.g., morphological features.

When the resolution of SAR image is high enough, landmines are
shown as round patch, which can be considered as distributed targets.
Besides, landmines which are laid by machine in one terrain have the
same materials, and they exhibit similar geometric shape. This paper
intends to establish a framework of detecting landmines in minefield
using morphological features.

With the development of sparse representation theory [4, 7], the
algorithm of morphological component analysis (MCA) is adopted
to realize the image decomposition, image inpainting, and blind
source separation [8–10]. In this paper, we use the modification of
MCA to separate landmines from SAR images. The fundament of
MCA is the different sparsity of texture or background in specific
dictionary, such as curvelet [11] and discrete cosine transformation
(DCT) [12]. It is well known that curvelet can express linear abrupt
targets sparsely while DCT is sensitive to abrupt spot targets. MCA
is often adopted to deal with optical images, but it is hardly to
be seen in SAR images processing. Since SAR images have high
resolution, many targets in them manifest block structure, and their
morphological edges change slowly. So MCA separates distributed
targets from SAR images difficultly. Aimed at this problem, this
paper makes use of a morphological map to transform target into
a small spot, and then it separates the spot from image via MCA
with components constraint (MCACC). Extended fractal is effective
in analyzing distributed targets, it has been widely used for features
extraction and target detection [13, 14]. Extended fractal is a deviation
of the multiscale Hurst parameter used to quantize the roughness of a
target at various scales. Since extended fractal is actually sensitive to
both the size and intensity of the target. Through a judicious selection
for the parameter values of the computational algorithm, we can take
advantage of it to map landmine imagery into a spot in the new feature
image.

We design a minefield detection approach which connects extended
fractal and MCACC, it can achieve high detection rate and keep a
low false alarms rate. Besides, in order to reduce the affection of
speckle, the total variation (TV) algorithm is adopted at first [15, 16].
The remainder of this paper is organized as follows. In Section 2, we
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give a brief description on the speckle suppression. In Section 3, the
morphological characteristics of landmine are analyzed, and the theory
of MCA is introduced. In Section 4, the proposed minefield detection
approach is discussed in details. Section 5 gives the experimental
results. Finally, the conclusions are drawn in Section 6.

2. SPECKLE SUPPRESSION

In SAR image, speckle is generated when it receives random
interference of electromagnetic waves reflected by many principal
scatterers, and it makes the images hard to interpret. The classical
algorithms of speckle suppression contain Lee filter, Kuan filter, and so
on [17, 18]. They expect to preserve features and retain image texture
as well as edges. But most of their capacities are founded on the
accuracy of statistical models which are established for speckle [19].
As a result, good performances will be hardly achieved when those
models are mismatched.

It has been proved that TV is an effective tool for image speckle
suppression, which is proposed by Rudin et al. [15]. We assume that
s(r, x) is a SAR image, where (r, x) is the position of a point in it.
The image ŝ after denoising can be obtained by the following formula,

min
f̂

∫

Ω
|∇ŝ| drdx s.t.

1
2

∫

Ω
(s− ŝ)2drdx ≤ σ2 (1)

where ∇ denotes gradient, and Ω is a bounder domain, r, x ∈ Ω. In
order to solve this optimum problem, Equation (1) is expressed as

ŝ = arg min
ŝ

{∫

Ω
|∇ŝ| drdx +

λ1

2

∫

Ω
(s− ŝ)2drdx

}
(2)

where λ1 ≥ 0 is Lagrange multiplier. At the minimum point, the
derivative of calculus equals zero. So the derivative of Equation (2) is
written as

∇ ·
( ∇ŝ

|∇ŝ|
)

+ λ1(s− ŝ) = 0 (3)

To solve the Equation (3), we use the steepest descent method
which is proposed in [15]. Fig. 1(a) gives an original SAR image
which is acquired by Airship-Mounted UWB SAR (AMUSAR) [20].
In this sense, there are 13 antitank landmines which marked by the
dashed boxes. Fig. 1(b) shows the denoising image, and the speckle is
suppressed via TV. The number of iteration for solving Equation (3)
is 20, and the value of Ω equals the image size (950× 550 pixels). By
comparison with the images before and after TV, we know that the
TV algorithm can smooth image effectively while it remains the target
edges.



242 Wang et al.

Azimuth (pixel)

R
a

n
g

e
 (

p
ix

e
l)

100 200 300 400 500

100

200

300

400

500

600

700

800

900

Azimuth (pixel)

R
a

n
g

e
 (

p
ix

e
l)

100 200 300 400 500

100

200

300

400

500

600

700

800

900

(a) (b)

Figure 1. The results of speckle suppression. (a) Original SAR image
containing 13 landmines marked by the dashed boxes; (b) the speckle
suppression image via TV.

3. ANALYSIS OF LANDMINE MORPHOLOGICAL
CHARACTERISTICS

In this section, the morphological characteristics of landmines and
the principle of MCA are analyzed. MCA is capable of extracting
different targets via their morphological diversities in images, so it
can be applied for landmine detection since the geometric shape of
landmines are consistent. The core of MCA is that different targets will
be sparsely represented by different dictionaries, and the coefficients
corresponded these dictionaries can be acquired by fast transformation.
Curvelet and DCT are often adopted in MCA. In order to detect
landmine, we will discuss the sparsity of landmines decomposition in
curvelet and DCT dictionaries.

3.1. Morphological Component Analysis

MCA in this paper can be considered as a process of target separation,
it is a promotion of sparse representation. ŝ is a linear combination of
basic atoms as follows:

ŝ =
N∑

n=1

cndn = Dc (4)

where D is the dictionary and dn is the atoms of D. n(1 ≤ n ≤ N)
is variable and N is the number of atoms. c is the coefficients vector,
c = [c1, c2, . . . , cN ]. If the number of nonzero values in c is small, we
consider that ŝ is sparse in D.
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Image sparse representation can be considered as a process of
seeking the minimum number of nonzero values in c. In order to
simplify the solving difficulty, the optimization problem can be written
as

min
c
‖c‖1 s.t. ŝ = Dc (5)

Basis Pursuit (BP) method [21, 22] is often adopted for solving
Equation (5). But BP is computationally expensive. So reducing
calculation is a research emphasis for improving this method. MCA is
an alternative of BP method, and it can operate with little time and
memory, because it has specific dictionaries. The derivation of MCA
will be shown as follows.

Assuming that image ŝ is a linear combination of components,

ŝ =
M∑

m=1
sm, where sm represents a different morphological component,

and M is the number of components. D consists of sub-dictionaries
Dm, m = 1, . . . , M , which has fast transformation Tk. Equation (4)
can be written as

ŝ =
∑

m
Dmcm (6)

where cm is the vector of coefficients for Dm. In order to seek the
sparsest representation over their overcomplete dictionaries containing
all Dm, the following equation needs to be solved.

{
c̃1, . . . , c̃M

}
= arg min
{c1,...,cM}

M∑

m=1

||cm||1 s.t. ŝ =
∑

m
Dmcm (7)

To reduce the complexity of solving this optimization problem,
MCA reformulates the problem of finding {c̃1, . . . , c̃M} in getting
sm (1 ≤ m ≤ M). Since cm = Tmsm, and Lagrange multiplier λ2

is introduced, then the optimization function is written as

{s̃1, . . . , s̃M} = arg min
{s1,...,sM}

M∑

m=1

||Tmsm||1 + λ

∣∣∣∣∣

∣∣∣∣∣ŝ−
M∑

m=1

sm

∣∣∣∣∣

∣∣∣∣∣

2

2

(8)

where ŝ −
M∑

m=1
sm is the residual component. It expresses the part

which cannot be represented sparsely by any Dm.

3.2. The Sparsity Analysis of Landmine Decomposition in
Curvelet and DCT

Since curvelet and DCT can sparsely represent abrupt line and
abnormal spot respectively, both of them are important dictionaries
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in MCA. In this paper, we intend to take advantage of MCA to detect
landmines. So the sparse characteristics of landmine decomposition in
curvelet and DCT will be discussed. Brief descriptions of curvelet and
DCT are given in the following context, and then simulation results
about distributed targets are analyzed.

The curvelet is developed as a solution to the weakness of the
wavelet in sparsely representing linear targets. Candes et al. have
extended their work providing the second generation curvelet
transform, which is a frequency analysis for each sub-band being
divided in the frequency domain [11]. The lower frequency, the
smaller bandwidth of the sub-band is. For each sub-band, this is
divided further into several regions with different polar angles. So
curvelet can take the form of basic elements which exhibit high
directional sensitivity and are highly anisotropic. Curvelet has had
an important success in images processing applications like denoising,
texture analysis, and so on.

DCT is an effective transform which is widely used to compress
images. Lots of researches have also been done in the realm of facial
recognition. They use DCT to transform the image into a feature
space which can then be used by an algorithm to classify the image.
DCT coefficients may be manipulated for acquiring the low frequency
information or high frequency information. The DCT formula of an
image (size: I × J) can be written as




Ŝkl =

√
2
I

√
2
J

I−1∑

i=0

J−1∑

j=0

ŝ(i, j) cos
[
(2i + 1)kπ

2I

]
cos

[
(2j + 1)lπ

2J

]

ŝ(i, j) =

√
2
I

√
2
J

I−1∑

k=0

J−1∑

l=0

Ŝkl cos
[
(2i + 1)kπ

2I

]
cos

[
(2j + 1)lπ

2J

] (9)

where i, k = 0, 1, . . . , I − 1; j, l = 0, 1, . . . , J − 1.
To analyze the sparse characteristics of landmine, we simulate

three round targets, including two distributed targets and one small
spot target. As shown in Fig. 2(a), the shape of left target is close to
landmine image expressed in real SAR image, and the others targets
are used for comparison. Fig. 2(b) gives the reconstruction image
using the curvelet coefficients at the first level of high frequency. We
can see that these round targets edges are manifested clearly, but
other parts of them cannot be expressed whatever their radiuses are
small or big. Fig. 2(c) shows the reconstruction image using high
frequency coefficients after DCT. It is shown that the centers of the
left and middle targets are discarded. However, the smallest target has
almost been reconstructed completely. It suggests that we can map the
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Figure 2. The results of simulation. (a) Original simulation
image containing three round targets with radiuses being 12, 21, 3
respectively; (b) the reconstruction image via the curvelet coefficients
at the first level of high frequency; (c) the reconstruction image via
high frequency coefficients after DCT.

landmine into a small spot so as to separate it from image via DCT
component.

4. MINEFIELD DETECTION APPROACH BASED ON
MORPHOLOGICAL DIVERSITY

4.1. The Scheme of Minefield Detection Approach

As shown in Fig. 3, the approach of minefield detection consists of four
steps. In order to reduce the affection of speckle and acquire accurate
features, TV algorithm is adopted at the first step. According to the
simulation results of Section 3.2, landmine can be sparsely represented
neither by curvelet nor DCT. We need to design a function that maps
the landmine into a spot target, which can be sparsely decomposed
in DCT. So the second step of this scheme is nonlinear mapping.
Extended fractal (EF) can extract the distributed characteristic, so
we use it to form a strong spot by adjusting its window. At the third
step, we want to take advantage of the MCA to separate the spot
target from image, and then the landmine will be mainly contained in
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Figure 3. The scheme of minefield detection approach.

the DCT component. In the fourth step, CFAR detector is used to
detect landmine, it can achieve a good performance when image has
high local signal-to-clutter ratio (SCR).

Since MCA uses specific dictionaries which solving coefficients
have fast transformation, it can reduce the time and memory of
computation effectively. But it often adds the constraint on the
components for noise suppression, and that cannot improve the speed
of computation further. We intend to modify the constraint so as to
make MCA to reach faster and convergent. Through analyzing the
processing of MCA, we can conclude that the computing time of MCA
mainly cost in cyclic iteration. So the effectively modification for MCA
is to reduce the number of iteration.

Aiming at the above phenomenon, to reduce the number of
iteration for solving Equation (8) and acquire good performance of
sparse representation, the MCACC whose components are restricted
is proposed. This paper restricts the landmine component st with the
following formula

si+1
t =

{
si
t, si

t ≥ mean
(
si
t

)
+ µ× std

(
si
t

)
;

0, si
t < mean

(
si
t

)
+ µ× std

(
si
t

)
.

(10)

where i denotes the iterative number. mean(·) indicates the average
value of samples, std(·) expresses the standard deviation of samples. µ
is the weighting coefficient to control the convergence rate of iteration,
and it equals to 2 in generally. According to Equation (10), components
are segmented by threshold, and the expected values are preserved
and the others are set to be zeros. That is, a constraint with target
sparisity has been added on MCA components, and this can accelerate
the convergence of iteration.

In terms of the process for minefield detection in Fig. 3, we
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can know that the SCR increases step by step: (1) The TV can
suppress the speckle effectively; (2) The EF also enhances the landmine
intensity; (3) The extraction of landmine component using MCACC
discards clutters and noise too. So the detection can achieve a good
performance.

4.2. Extended Fractal Mapping

As given in Section 3.2, the landmine cannot be sparsely represented
by both curvelet and DCT. So we intend to design a morphological
mapping that makes the distributed target (landmine) into small spot
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Figure 4. The mapping images via EF with different window sizes
and lags. (a) W1 = 13, W2 = 13, ∆ = 6; (b) W1 = 17, W2 = 17,
∆ = 8; (c) W1 = 25, W2 = 25, ∆ = 12; (d) W1 = 33, W2 = 33,
∆ = 16.
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which can be separated from image.
The feature of EF can express the morphological characteristic of

target [13, 14]; we make use of it to map the landmine into spot target.
In order to give the formula of computing EF, we define e∆

x , e∆
r firstly.





e∆
r (r, x) =

W1∑

α=1

W2∑

β=1

|ŝ(r + ∆ + α, x + β)− ŝ(r −∆ + α, x + β)|2

e∆
x (r, x) =

W1∑

α=1

W2∑

β=1

|ŝ(r + α, x + ∆ + β)− ŝ(r + α, x−∆ + β)|2
(11)

where ∆ is smallest lag, W1 and W2 are the size of slide windows in
direction r and x, respectively. So the EF formula in these directions
can be written as 




Er(r, x) =
1
2

log2

(
e∆
r (r, x)

e2∆
r (r, x)

)
,

Ex(r, x) =
1
2

log2

(
e∆
x (r, x)

e2∆
x (r, x)

)
.

(12)

The EF feature Erx used in this paper is the mean of Er and Ex,
which is expressed as

Erx =
Er + Ex

2
(13)

In terms of Equations (11), (12) and (13), we can know that
the EF feature is sensitive to the size of targets. So, it is possible
to choose window sizes and lags for the EF extraction so that the
mapping peaks out for landmine images. Fig. 4 is the processing result
of Fig. 1(b), which gives the mapping images via EF with different

Figure 5. The AMUSAR system.
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Figure 6. The processing results using modification algorithm of
MCA. (a) Curvelet component; (b) DCT component; (c) the residual
after discarding the components of curvelet and DCT; (d) the detection
image of (b) via CFAR detector whose parameter of false alarms rate
is 10−3.

window sizes and lags. From Fig. 4(c), we can see that landmines will
be mapped into strong spots with weak clutters when the window sizes
are close to landmines sizes. As shown in Figs. 4(a) and 4(b), there
exist many strong spot of clutters in the mapping images when the
window sizes are smaller than landmines sizes. But when the window
sizes are bigger, the landmines sizes after mapping are bigger too, and
that makes separation for landmines hardly. So, the EF windows sizes
which we choose are 25.
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5. EXPERIMENTAL RESULTS

In this section, we used the proposed approach to detect landmines
in the data collected by AMUSAR [20]. The AMUSAR system has
been developed since 2010 in China. It operates at stand-off distances,
and forms a large area image. Both the range and azimuth resolutions
of image are less than 0.2 m. Fig. 5 gives a picture of the AMUSAR
system.

As shown in Fig. 6, results using the proposed approach are given.
After MCACC, the Fig. 4(c) can be decomposed into three parts:
Fig. 6(a) is the curvelet component; Fig. 6(b) is DCT component;
and Fig. 6(c) is residual component. The curvelet component
mainly contains clutters, while the residual component is made up
of noise. Fig. 6(b) mainly contains the landmines. Fig. 6(d) is the
detection image using algorithm proposed in this paper, which is DCT
component via CFAR detector. After detection, the pixels below the
threshold are set to be zeros, and the others will be preserved. In
Fig. 6(d), all landmines in this sense are detected with few false alarms
in the image.

In order to analyze the performance of each step in Fig. 3, Fig. 7
shows the detection images via CFAR detector for both the TV
denoising image and the EF mapping image. There are many false
alarms in detection images. For acquiring more accurate conclusion,
the receiver operator characteristic (ROC) curves are adopted [23].
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Figure 7. The detection results when the parameter of false alarms
rate in CFAR detector is10−3. (a) The Detection result of image after
TV denoising; (b) the detection result of image after EF mapping.
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Fig. 8 gives the ROC curves for each step in dealing process. As it was
expected, since all steps in this paper are executed, the third step can
produce the best of the results.

6. CONCLUSION

In this paper, the key is focused on providing a robust and reliable
method for minefield detection in a noisy background. A novel
approach based on morphological diversity is proposed which contains
four main steps. Firstly, TV algorithm is used to suppress the speckle,
and it preserves the targets edges well when the number of iteration is
20. Secondly, the parameters values of extended fractal algorithm are
selected for acquiring the optimum mapping, after which the spot is
well sparse in DCT dictionary. Thirdly, the MCACC algorithm which
is a modification of MCA has been designed to separate landmines
from image. Through these processing, at last, landmines are detected
via DCT component simultaneously with the increasing SCR. The
performance of the proposed approach is illustrated using the data
acquired over a real airship mounted SAR system
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