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Abstract—This paper discusses the characterization of landmine by
using the electromagnetic induction technique (EMI). The proposed
approach is based on the identification of the physical and geometrical
properties of a landmine, from the sensor response. But in such an
identification, the inverse problem is unavoidable. At first, we begin
by simulating the landmine signature by solving a direct problem
using the finite element method which constitutes the direct model.
After that, we determine the landmine characteristics by using an
inverse model based on a cost function optimization. This model is
based on an iterative process which coupling finite element analysis
and Particles Swarm Optimization (PSO). In this step, we apply two
PSO techniques: the Standard PSO (SPSO) and the Improved PSO
(IPSO), and discuss the problem of local minima of the cost function.
The proposed iterative model is applied to determine the conductivity,
geometry, and depth of metallic landmine from its signature measured
by EMI. The numerical solution gives good results for the identification
of landmine.

1. INTRODUCTION

In recent years, the conflicts in the world have created areas
contaminated by landmines or/and UneXploded Ordnance (UXO).
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The major problem is that these munitions continue to claim victims
even after the conflicts. Some areas in the world are even classified as
dangerous and prohibited.

The decontamination of these areas requires the detection by using
natural means (dogs, rats, etc....) or technical ones based on GPR or
EMI method [1-4].

In the technical methodology, EMI technique is becoming a
technology with great potential [4-6]. EMI devices are used either
in time domain or frequency one. These systems present a significant
difference from the phenomenology of electromagnetic waves because
there are no losses in the areas such as water, soil or rocks, which
encourages their application in the detection of metallic objects [4].

In the inverse problem, several studies have been undertaken in the
frequency domain [7, 8] as well as in the time domain [9, 10]. However,
the common point of these researches is the characterization of the
buried objects to minimize false alarms due to the presence of non-
explosive metallic objects. In this way, several methods have been
explored. These developments include the work of [10] in which a
separated GPR aperture sensor method is applied to detect buried
targets by evaluating and comparing the electromagnetic coupling
between the transmitting and receiving antennas. The authors
used Finite Difference Time Domain (FDTD) for electromagnetic
simulation. In [11], a combined method of the non-uniform fast Fourier
transform (NUFFT) migration and the least-square based matching
pursuit decomposition (MPD) algorithms were proposed to obtain
better discrimination and interpretation for subsurface from ground
penetrating radar (GPR) signals. In [12], the researchers applied
the normalized surface magnetic charge model overlapping signals to
discriminate the objects by using EMI system. In [13], the authors
presented a method of buried objects characterization based on a
combination of the Method of Auxiliary Sources (MAS) with the
Gauss-Newton method of minimization. In [3], the authors introduced
the concept of stochastic algorithm for the characterization of UXO.
They employed the genetic algorithm combined with GPR system to
determine the depth of buried object.

In the present paper, we propose to use an alternate method to
solve the EMI inversing problem for the landmine characterization by
the combination of the finite element method and TIPSO one.

In the first part of this paper, an overview of the studied detection
system will be given. In the second part, we will present the Finite
Element formulation to get the direct problem solution. Then, the
study area will be defined in the third part. The fourth part will be
dedicated to the description of the SPSO and IPSO algorithms that will
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be used to solve the inverse problem. The local minima problem will
also be presented in this section. Afterwards, a comparison between
the SPSO and IPSO will be done to validate the influence of the IPSO
method on the dodging of particles from local minima. At last, the
proposed approach will be validated in the case of various properties
(conductivity, depth and radius) of the real buried landmine cases.

2. OVERVIEW OF EMI SYSTEM

2.1. EMI System Description

The basic EMI system consists of a transmitter coil, two receiver coils,
power supply, sampling and treatment system [14] (see Figure 1).

Trangmitter coil

Figure 1. Basic diagram of EMI system.

Its operation is based on electromagnetic induction, where the
transmitter coil, traversed by a variable current, will generate an
electromotive force across the two receiver coils disposed above and
below it. The induced voltage AV is zero in the case of no presence of
metallic object. During prospecting, when the transmitter coil passes
over a metallic object, an eddy current is immediately generated on
the surface of the object.

Therefore, these currents will generate an electromotive force
which is only across the lower receiver coil. The differential measuring
mode eliminates the effect of the exciting field in the two receiving coils,
the AV depends only on the field generated by the buried object. In
this case the AV gives the signature of the object since the generated
field depends on its physical and geometrical characteristics [15].

The signature of the object must be submissive to a crucial
treatment to distinguish the nature of the object and to judge the
likelihood of a landmine.
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2.2. Domain Geometry and Property

The study area consists of, Figure 2:

e A transmitter coil with a radius of 12 cm is made of 100 windings
which carry a current with a density of 2 MA /m?.

e Two identical receiver coils with a radius of 10 cm is made of 100
windings. The distance between each of the receiver coils and the
transmitter coil is equal of 10 c¢m.

e The soil is assumed to be homogeneous with an electric
conductivity of 0.02S/m, a relative permittivity of 2.9 and a
relative magnetic permeability of 1 [10].

e The landmine is simulated as a vertical cylinder with radius of
5cm and height of 5cm, conductivity of 58 MS/m, a relative
permittivity of 1 and a relative magnetic permeability of 1. In
the first step, the landmine is buried at a depth of 7cm.

e The EMI system is suspended at a distance of 7cm from the soil
surface.

e The outside area boundaries must be far enough from the field
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Figure 2. Domain geometry in axisymmetric case.
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source to apply homogeneous Dirichlet conditions that will be
done in the phase of numerical simulation.

3. SYSTEM MODELING

The EMI modeling is based on Maxwell equation. When using the

magnetic vector potential /T, the direct model is based on the resolution
of magnetodynamic equation, given as follow [23]:

S 1o A
- A — =], 1
VA(MV/\ >+aat J. (1)

In asymmetrical geometry (Figure 2), we obtain :
1 [ 02 n 0? N 0? 1 A 0Ay
(= 72 2 = g8
w\orz2 = 022 ror r2 0 ot

where pu, o, t, (r,0,z), and Js are, respectively, the magnetic
permeability, electrical conductivity, time, cylindrical coordinates,
and source current density. In asymmetrical coordinates, the vector
potential is Ap. Equation (2) is solved by finite element method to
obtain the distribution of magnetic vector potential Ay in the entire
computational domain. The calculation of the voltage V., induced in
the receiving coils, is given by the following equation:
d¢
Vi=—2 3)
The magnetic flux ® is given by the curvilinear integral on the
length of coil windings:

= _Js (2)

¢ = N, / Adl (4)
T
In harmonic case, the induced voltage can be written as:
Ns
Ve =—jwd 2-m-ridg, (5)
i=1

where r;, Api, Ns, and w represent, respectively, the winding radius
of the receiving coil, magnetic vector potential at the center of the
windings surface section, number of windings of the receiver coil,
and pulsation of the transmitter coil current. In all the following
simulations, the current frequency is 1kHz.

The response of the EMI sensor in differential mode is obtained
from the following relation:

AV =V = Vig (6)
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where V,1 and V,9 are, respectively, the induced voltage of the receiver
coils above and below the transmitter one.

The identification and localization of buried metallic objects, using
the finite element method, requires the consideration of the skin effect
on the outer surfaces of the metallic object. To do so, we refine the
mesh at those surfaces on a strip of width equal to the skin depth ().
For a correct representation of the skin effect on the outer surfaces
of the object, a mesh, with two layers of triangular elements with a
thickness equal to 6/2 for each one, is provided on those surfaces. The
skin depth is calculated for each new mesh using the following formula:

1
0 = — 7
0’ . M . 7'(' . f ( )
where: f, o and p are, respectively, the current frequency, electrical
conductivity, and magnetic permeability of the object.
Note that, if 6 > d/2 then ¢ is fixed to d/2, where d is the
characteristic dimension of the object.

4. INVERSE PROBLEM

4.1. Domain Geometry and Property

The PSO algorithm is a metaheuristic optimization method of complex
systems [16]. It was firstly proposed in 1995 by Kennedy and
Eberhart [17] at the international conference on neural networks.
It is based on a study of the swarms flight and snow fish group.
Initially, these two scientists tried to simulate the ability of birds to fly
synchronously and their ability to suddenly change the direction while
remaining the optimum formation [18]. The model that the authors
of [17] proposed was subsequently extended to a simple and effective
optimization algorithm.

During their movement, the particles adjust their new positions
by taking into account their velocities at time ¢, their best performance
P; and the best performance in the whole swarm G; [17] (see Figure 3).

For each particle, the new velocity V; and the new position x; are
given as follows:

Vi(t + 1):’LU . Vz(t) +o1-17 - (PZ — xz(t)) +ag-To - (Gl — xz(t)) (8)
zi(t+ 1)=z;(t) + Vi(t + 1) (9)
where w is a inertia coefficient of the particle, r; the cognitive factor
that affects the premature convergence to the minimum (global or

local), ro the social factor that affects exploration of space particles
definition, and «; and ag are random variables taken between 0 and 1.
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Figure 3. Evaluation of the best particle.

So in the entire iterations, the algorithm will evaluate the cost
function for each particle and retain in memory the particle of which
the value of the cost function is minimal. This particle will thus be the
best particle G; of the swarm. At the same time, each particle retains
its best performance throughout the optimization process P;.

4.2. Improved Particle Swarm Optimization (IPSO)

The critical problem in PSO optimization is the local minimum of
the cost function. During evolution, the particle can be trapped in a
local minimum and unable to escape. Indeed, the simple version of
the PSO algorithm is not capable of releasing the particle trap in a
local minimum. There will be a great influence on the convergence of
particles towards the global minimum. To overcome this problem, we
make use of three tools to improve the Simple-PSO algorithm.

Firstly, we add a modification to the inertia factor w of the particle
to reduce its speed gradually as it approaches the global or local
minimum in order to refine the exploration of the space area.

This factor is calculated as follows [19]:

Wmax — Wi
W = Wmax — W - Tter (10)

where Wmax and wmin, are maximum and minimum values of the inertia
factor respectively (in our case wpax = 0.5 and wpy = 0.3). Nblter
is the maximum number of iterations and Iter is the current iteration
number.

The second improvement is based on the work presented in [20].
Each particle will tend to follow its best performance P; and the best
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performance of the whole swarm G;. However, all particles tend to
follow the same direction. This will have a negative effect on the
exploration of the entire space definition. However, by adjusting the
two parameters P; and G;, each particle will follow a different direction,
allowing the swarm to explore the whole domain of definition. The
method is based on the discard of the velocity vector, so the new
position of the particles is evaluated:

zi(t+1)=w-zi(t)+a-r1-r3- (P—x;i(t))+a-ro-rq- (Gi—x;(t)) (11)
where:

1 t<Tp
_ 12
" {a-(0.8—|—0.2-r5) t>T, (12)
1 t<Ty
- 1
" {—a-(0.8+0.2-r6) t>T (13)
1 r7<0.5
O‘_{1 re > 0.5 (14)

rg and r4 are the disturbed coefficients, and T and T} are the disturbed
threshold valve values. Let Ty = 3, T1 = 3, r5, rg and r7 be random
[0, 1]. Equation (11) is the External Extremum Disturbed Simple
Particle Swarm Optimization (edsPSO) [20]. Thirdly, the black hole
model (BHM) is introduced to accelerate the convergence speed PSO
algorithm [21]. In the vicinity of the current optimal particle, a small
region with radius r and threshold p (p random [0, 1]) is generated
as a black hole (we take r and p equal, respectively, to 0.00001 and
0.1). Then, a probability [ (I € [0, 1]) is randomly generated to every
particle of swarm. Provided [ < p, position of the particle is updated

by Equation (15).
zi(t+1)=Gi(t)+s se[-rr] (15)
Otherwise, the particle escapes from the black hole and is updated

by Equation (11).

4.3. Running Algorithm

First, we use the finite element modelling to simulate the measured
value of the induced voltage AVj,esy. Subsequently, we define swarm
of particles wherein each particle is a x; vector whose components are
the electrical conductivity, depth and radius of the landmine. This
swarm is distributed homogeneously in the space area of definition of
the following parameters as:

o € [0,100] MS/m
Depth € [1,40] cm (16)
Radius € [1,40] cm
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The cost function in this case is the standard deviation between
the measured value and the calculated value of AV for each particle
as follows:

F = \/(AViesu)? — (AVeg)? (17)

The proposed method can be summarized in the following

organizational chart.

[ Measuring the voltage inducedin the receivers coils I
¥
[ Initialization of the particles and their speed uniformly in definition space ]
¥
[ Evaluation of the obj ective function using (17) for each particles ]
1
[ Evaluation of F; and G,
3
[ Evaluation of the inertia factor and new position of particles using IPS0O ]
No Iteration max?

Optimal solution?

Figure 4. Organizational chart of the method.

It should be noted that during the execution of the program, the
skin depth is recalculated for each particle of the swarm based on the
electrical conductivity and magnetic permeability values. So the mesh
will be adjusted automatically for each particle of the swarm.

5. RESULTS AND DISCUSSIONS

To validate our algorithm (Figure 4), we applied it in order to estimate
conductivity, depth and radius of landmine that has the following
characteristics:

e Conductivity of 58.6 MS/m.
e Radius of 5cm.
e Buried at 7cm under soil.
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5.1. Finite Element Simulation

Because of the symmetry of the study domain, the solution is calculated
in a reduced domain. We use boundary homogeneous Dirichlet
condition to the limit of study area, and also in symmetry axis because
the potential vector inside is zero [23]. In the outer surfaces of the
metallic object, we refine the mesh to take into account the skin effect
(see Figure 5).

Figure 6 shows the equipotential lines created by the transmitter
coil without the presence of metallic landmine. These lines have a
uniform shape because there is no object that can disrupt these lines.
Therefore, induced voltages in receivers coils are the same, thus the
difference is null.
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Figure 5. The mesh of the solution domain.
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Figure 6. The equipotential lines Figure 7. Equipotential lines in
without the metallic object. the presence of a landmine.
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Figure 7 shows the equipotential lines in the presence of a metallic
landmine. We note that the metallic landmine influences these lines.
Indeed, the current in the transmitter coil will create eddy currents on
the surface of the landmine, and the principle of the reaction against
the current will in turn create a field that will be opposite to the
primary field. This fact reveals the signature of the landmine.

5.2. Inversing Problem Using SPSO

Table 1 shows the parameters used in the inverse problem using the
SPSO.

Figure 8 shows the evolution of the particles in definition domain.
We note that in the first case the particles converge to the solution who
gives the global minimum. This is not the case in most tests. Indeed,
for the same test performed several times, in most cases, the particles
converge to the nearest local minimum. Figures 9 and 10 show the
case in which the particles converge to different local minima.

Table 1. SPSO parameters.

Parameter Values
Max iteration number Nblter 150
Particles Number 30
Cocfficient of inertia w 0.5
Cognitive factor rq 0.69
Social factor ro 0.59
Sigma=58MS/m Sigma=58MS/m
Depth=0 07m Depth=0.07m
Radius=0.05m Radius=0.05m
us
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: ns 05
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\/ o 02 \/ﬁ) 02

Canductivity [S/m] 00 Radius [m] Conducthity [Sim] Radivs (]

Figure 8. Case where all swarm
converges to the global minimum

using SPSO.

Figure 9. Case where all swarm
converges to the local minimum
using SPSO (1st case).
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Sigma=58MS/m
Depth=0.07
Radius=0.05m

I ocal Minimum
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57 . —
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Figure 10. Case where all swarm

converges to the local minimum
using SPSO (2nd case).

Table 2. IPSO parameters.

Matriche et al.

Sigma=EBMS/m
Depth=007rm
Radius=0.05m

Conductivty [S/m] 0o

Figure 11. Using IPSO-all
swarm converges to the global
minimum.

Parameter Values
Max iterations number Nblter 150
Particles Number 30
Maz inertia Coefficient wmax 0.5
Min inertia Coefficient wmin 0.3
To 3
T 3
r 0.00001
D 0.1

5.3. Inversing Problem Using IPSO

To overcome the problem of local minima, we make use the IPSO
method. Table 2 shows the parameters used in the inverse problem

using IPSO.

Note that in Figure 11, whole swarm converges to the global
minimum. We performed the same test 100 times, the result remains

the same.

Table 3 shows a comparison between the SPSO and IPSO inversing
problem. Note that for the same number of iterations, the IPSO
converges 100%. However, the convergence of SPSO is 48%.

Note that the inversion problem using IPSO gives good results.
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Table 3. IPSO and SPSO comparison.

Parameters SPSO | IPSO
Max iteration number Nblter 300 300
Particles Number 30 30
Test number 100 100
Landmine conductivity [MS/m] 58 58
Landmine radius [m] 0.05 0.05
Landmine depth [m] 0.07 0.07
Convergence percentage 48 100

5.4. TIPSO Validation Examples

To validate the inversion method, we conducted the test for different
objects to identify different parameters.

5.4.1. Case of Real Landmines Simulations

To validate the inversion method, we conducted the same test for
different real cases of metallic landmines. The characteristics of
each landmine is summarized in Table 4 [22]. Those landmines were
considered at different depths. We noticed that the inversion gave good
results (see Figure 12).

Table 4. Specification of the landmine [22].

Spec KM15 | KM16
Radius [m] 0.333 0.103
Material Metal | Metal
Conductivity [MS/m] | 10.1 10.1

5.4.2. Case of Different Metallic Object Identification

To generalize the method, we propose in this section to identify
the electrical conductivity and the relative magnetic permeability of
objects with the following properties:

e Conductivity o = 58.6 MS/m; relative magnetic permeability
= 100.

e Conductivity o = 5.86 MS/m; relative magnetic permeability
pr = 10;
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e Conductivity ¢ = 0.586 MS/m; relative magnetic permeability
por =1

Sigma=10.1MSim Sigma=10.1MS/m
Dapth=0.07rm Depth=0.07m
Radius=0.333m Radius=0.102m

Depth [m]

03
032

Conductiity [3/m] 00 Radiu [m] Conductivity [3/m] 0 Radius [m]

Sigma=10.1MS/m
Depth=0.2m
Radius=0.333m

Sigma=10.1MS/n
Depth=0.2m
Radius=0.102m

Depth [m]
Depth [

03
02
Conductiity [S/m] 0o Radius [m] Conductivity [S/m] 0o Radius [m]
Sigma=10.1MS/m Sigma=10.1MS/m
Depth=0.38m B Depth=0.38m
Radius=0.333m " . Radius=0102m

Depth [m]
Depth [m]

Conductiity [Sim] 0o Radius [m] Gonductiity [S/m] v
(€) )
Figure 12. Examples of using IPSO algorithm in the real landmine
cases. (a) Landmine KM15 at Depth = 0.07m. (b) Landmine KM16 at
Depth = 0.07m. (c¢) Landmine KM15 at Depth = 0.2m. (d) Landmine
KM16 at Depth = 0.2m. (e) Landmine KM15 at Depth = 0.38m.
(f) Landmine KM16 at Depth = 0.38 m.

Radius [m]
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Subsequently, we define swarm of particles wherein each particle
is a x; vector whose components are the electrical conductivity and the
relative magnetic permeability of the object. This swarm is distributed
homogeneously in the space area of definition of the parameters as:

o € [0,100] MS/m
pr € [1,120]
In this cases, we preserve the other conditions (radius = 0.09 m,
height = 0.025 m and buried deep = 0.07 m).
It may be noted that for the first and second cases in Figure 13 and

Figure 14, all particles converge to the global minimum. In the third
case (Figure 15), the particles do not converge in a precise manner

(18)
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Figure 13. Examples of using IPSO algorithm-object with ¢ =
58.6 MS/m, p, = 100 and § = 2e — 4m.

120 T T

05

EYAVAN
e v
(A A
e Ty
Lgﬁﬁgﬁl{é&a‘%?

i
b'%‘#’qi'.%;ﬁﬂ

04r

03F “

02r

@
=]

0ar

gl
A
AT a

Relative permittivity
9
g

E 0 0P AT
i S
o . b Ay
Vi iy ggréﬂgb 40
02p A sﬁ" 4‘4
0af Loay el -
04f #
sl b , 5 i i i i ; i i i i
B2 0 02 04 05 08 1 0 1 2 @ 4 50 & 70 80 @ W
] Canductivity [MS/m]

Figure 14. Examples of using TIPSO algorithm-object with ¢ =
5.86 MS/m, p, = 10 and § = 0.0021 m.
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Figure 15. Examples of using TIPSO algorithm-object with ¢ =
0.586 MS/m, p, =1, and § = 0.0208 m (then § = 0.0125m).

to the global minimum and remain dispersed, because for low values
of conductivity, the method is less accurate. In this case, a variation
of the conductivity does not involve a significant change in the cost
function. Indeed, the EMI system does not allow detection of object
with low conductivity.

6. CONCLUSION

In the proposed approach, we have coupled the PSO algorithm to Finite
Elements analysis to identify a buried object from its EMI signature.
At first, we used the finite element method to collect the signature of
the landmine. Secondly, in order to revolve inverse problem, we have
associated SPSO algorithm with Finite Element Method. However, we
have noticed that SPSO gives aleatory results because of local minima
of the cost function. To solve this problem we have introduced IPSO
method to help the particles to escape from the trap of local minimum.
Several cases of buried object have been tested for the identification
of various parameters related to it. The proposed algorithm gives
good results. As perspective, we propose to generalize the method
for various object geometries.
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