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Positive Definite Matrix Space Based Detector with Limited
Training Samples for Multiple Target Situations
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Abstract—Multiple target situation is a typical situation of nonhomogeneous clutter environment,
which can cause excessive target masking in radar signal detection system. In order to reduce target
masking caused by multiple target situations, this paper proposes a new detection structure based on
positive-definite matrix space and limited training samples. The proposed detection structure uses a
positive-definite matrix to estimate the background power level. In addition, with limited training
samples, the detection structure is used to resist the multiple target situations. The simulation results
show that the proposed detection structure exhibits a better detection performance than that of the
well-known CA-CFAR in homogeneous environment. The detector also performs robustly in multiple
target situations, even though 10 interfering targets exist in a length of 24 samples of reference window.
Furthermore, the measured results validate the performance of the proposed method.

1. INTRODUCTION

Obstacles in the flight path usually cause a higher amount of collision accident to low-flying
helicopters [1]. The lack of sufficient detection and sensing method for low-flying helicopters leads
to disastrous consequence [2–5]. Because the noise and clutter power in practice are often unknown,
fixed threshold detection methods cannot be used in the radar signal detection system of low-flying
helicopters. This requires the constant false alarm rate (CFAR) detection scheme of an adaptive
threshold calculation, and its performance can be almost independent of the noise and clutter power
level. The cell-averaging CFAR (CA-CFAR) is normally applied to the adaptive threshold generation of
radar detection system [6,7]. Statistically speaking, if the output of reference window is independent and
identically distributed (IID) exponential random variables [8,9], the detection performance of CA-CFAR
will be the best possible results when the number of reference cells is very large.

In the real application scene, the detection performance of CA-CFAR will be greatly degraded if the
clutter environment is multiple target situations, which results in extreme target masking [10–19]. The
multiple target situations of low-flying helicopters consist of some large spiky and discrete clutters
in the reference cell, such as steep mountains terrain, towers, pylons, aerial cableways and power
lines [20,21]. To put forward some variations of CA-CFAR, a class of mean-level detectors is proposed to
alleviate the effect of multiple target situations. The smallest-of CFAR (SO-CFAR) [22] exhibits better
performance in multiple target situations, but demands that the multiple targets should be restricted
to a unilateral reference window. In [23], Smith and Varshney proposed the idea of variability index
(VI) detection strategy. The VI-CFAR performs robustly in a homogeneous environment and multiple
target situations [24]. However, its detection performance will also be deteriorated if the interfering
targets are not restricted to a unilateral reference window [23].
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In addition, the thresholding scheme based on order statistics is proposed to overcome the CA-
CFAR and its variation. In [25], Rohling presented the order-statistic CFAR (OS-CFAR) algorithm,
which depends on the ordered samples of the reference window. In [26], it is said that the detection
performance of OS-CFAR will be degraded if the number of interfering targets exceeds N − k. Rickard
and Dillard [27] presented the censored mean level detector (CMLD). The proposed detector censors
some largest range cells of the reference window. Afterward, integrated with the OS-CFAR and the
CMLD, trimmed mean (TM-CFAR) detector [26] has been proposed. The number of censoring point
is preset in the aforementioned two detector. This means that explicit priori information about the
background environment is required [28, 29]. To overcome this problem, Himonas and Barkat [28]
presented a generalized two-level censored mean level detector (GTL-CMLD) and automatic CMLD
(ACMLD). The ACMLD and GTL-CMLD are cell-by-cell censoring procedure and suffer from excessive
computational burden [29]. Then Farrouki and Barkat [29] introduced an ordered data variability (ODV)
based automatic censored cell averaging (ACCA) CFAR detector. The ACCA-ODV detector exhibits
a low detection loss in a homogeneous environment and performs with considerable robustness in the
presence of interference targets. After that, in [30], the authors proposed an automatic dual censoring
cell averaging (ADCCA)-CFAR detector, which uses the membership function of the OS processor and
two thresholds to determine and censor the interfering samples. In [31], Kononov and Kim presented
an adaptive OFPI-CFAR detector, which essentially uses information on positions at which estimated
outlier-free samples appear in the full reference window and the statistics of the sample in the cell
under test. It is shown that the OFPI-CFAR exhibits excellent detection performance in multiple
target environments.

Although the aforesaid CFAR detectors in the multiple target situations show their merits, all the
authors fail to discuss the detection performance under the condition of limited training samples.

Recently, geometry based parameter estimation method is applied to radar signal processing. These
algorithms do not need any statistical information of the considered data and are proposed in the open
literature. In [32,33], an algorithm based on the Riemannian medians and means of secondary matrices
for radar target detection is presented. Besides, a class of geometric barycenter (GB) based signal
processing methods has been illustrated to estimate the covariance matrix [34–37]. In detail, any
detector of this category is bound with an appropriate distance in the positive-definite matrix space.

In this study, we open up a new detection structure working in multiple target situations, which is
based on positive-definite matrix space and limited training samples. The proposed detection structure
uses a positive-definite matrix to estimate the background power level. In addition, this detection
structure is used in limited training samples to resist the multiple target situations. As positive-definite
matrix space and limited training samples are the main characteristic of this detector which makes
it different from other detectors, we call it PDLT. The simulation results indicate that the detection
performance of PDLT is robust in both homogeneous and multiple target situations. Especially, with
limited training samples, PDLT exhibits a better detection performance than the well-known CA-
CFAR in a homogeneous environment. The PDLT also performs robustly in multiple target situations,
even though 10 interfering targets exist in a length of 24 samples of reference window. Furthermore,
the experimental result leads to the conclusion quantitatively that PDLT exhibits better detection
performance than other classic detectors.

The paper is organized as follows. First, the PDLT concept is detailed. Second, the performance
analysis results for multiple target situations are summarized. Meanwhile, measured data validate the
basic performance of PDLT. Finally, we summarize and conclude the paper.

2. PDLT DETECTOR

2.1. Idea Behind PDLT

Like all sliding window detectors [38], the PDLT detector makes a target present/absent judgment
depends on the value of adaptive threshold compared to the value of test cell. The adaptive threshold
is calculated by the product of clutter/noise power level and a background multiplier constant. The
characteristic of PDLT depends on how the clutter/noise power level is calculated.

In detail, the power level estimation method proposed in this paper is bound up with positive-
definite matrix space, obtained from the available reference cell. Figure 1 shows the idea of clutter
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Figure 1. The idea behind PDLT.

power estimation of PDLT. The covariance matrix C is made of a length N of reference window, namely
C = X̄X̄T . The determinant (det) of covariance matrix C is 0, and its rank (R) is 1, which make it a
singular matrix. Since the detection framework demands that the matrices should be positive-definite,
optimization method must be used to build positive definiteness. The optimization method is described
in the next subsection. After getting the positive-definite matrix S, we can see that det(S) > 0 and its
R(S) = N . Finally, the arithmetic average of diagonal elements of S is used to form the clutter power
P . Meanwhile, P also equals the arithmetic mean of eigenvalues of S.

In Figure 1, from covariance matrix C to positive-definite matrix S, R(C) = 1 is transformed to
R(S) = N , which means expansion of the eigenvalues of C. The clutter power estimation P is arithmetic
mean of eigenvalues of S, which acts as compressors of the eigenvalues, and hence they de-emphasise
the effect of outliers [34,35]. Additionally, besides the aforementioned mathematical operation, we find
that the clutter power estimation method proposed in PDLT is robust under the condition of limited
training samples (small N), which is an significant way to resist multiple target situations.

2.2. Description of PDLT Algorithm

Considering what mentioned above, the detection structure based on positive-definite matrix space
and limited training samples are proposed to resist the multiple target situations. The detector block
diagram of PDLT is given in Figure 2. In-phase and quadrature (I and Q) signals represent radar
time/range echoes from a matched filter. First, the I and Q returns are square-law envelope detected.
Then, the N + 1 returns are serially transported into a tapped delay line. The N + 1 returns represent
a test cell x0 centered in N reference cell. Especially, limited training samples are adopted in PDLT.

The PDLT algorithm is illustrated as follows.
(1) The reference cells X̄N = {xi, i = 1, 2, . . . , N} are first used to form the covariance matrix:

C = X̄N X̄T
N . (1)

(2) We suppose that the spectral density of the white noise is known and give the definite expression
of the aforesaid positive definiteness. The positive-definite matrix S is obtained by minimising the
Frobenius norm of covariance matrix C under the condition of S � I (for any Hermitian matrix, A � 0
denotes that A is a positive semi-defindite matrix). Theorem 1 gives an explicit expression of the
estimator.

Theorem 1: The positive definite matrix S which minimises the Frobenius norm from covariance
matrix C under the condition of S � I is the optimisation problem P, which is expressed as

P : min
S

‖ C − S ‖2, s.t. S � I. (2)

The optimal solution to Eq. (2) is
S = UΛU (3)

where Λ = diag([λk, 1, ..., 1]) with λk = max(1, ‖X̄N‖2), and U is a unitary matrix consisting of the
eigenvectors of C with the first eigenvector responding to the eigenvalue ‖X̄N‖2.

Proof of Theorem 1. See [34].
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Figure 2. PDLT block diagram.

(3) After getting the renewed positive-definite matrix S, the arithmetic mean of its diagonal
elements is used to form the clutter power:

P =
1
N

N∑

i=1

S(i, i). (4)

(4) Next, based on the desired probability of false alarm Pfa, we select the corresponding scaling
factor T . Pfa requires that the values of corresponding adaptive thresholds TP are determined to ensure
explicit false alarm in a homogeneous environment. Namely, Pfa is defined as the probability such that
a test cell x0 in homogeneous environment is classified as target

Pfa = Prob[x0 ≥ TP | Homogeneous Environment]. (5)

Since the closed-form expression for Pfa is not available in PDLT, we use standard Monte Carlo tests
with M = 100

Pfa
independent trials to obtain T .

(5) Lastly, we make a target present decision which depends on the test cell compared to the
adaptive threshold. The hypothesis test is given by:

H1 : x0 ≥ TP ;H0 : x0 < TP. (6)

Hypothesis H1 corresponds to the case where a target exists in test cell, while H0 denotes the hypothesis
where the test cell is declared only clutter/noise.

From the aforementioned algorithm flow, we can conclude that the PDLT detector proposed in
this paper employs positive-definite matrix space and limited training samples to estimate background
power level. It can bring significant benefits to resist multiple target situations.

3. PERFORMANCE ANALYSIS OF PDLT

We now analyse the detection performance of PDLT in variety of homogeneous and multiple target
environments. We first give the simulation environment of PDLT. In homogeneous environment, we
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illustrate the detection performance of PDLT under condition of limited training samples. Then we use
PDLT with limited training samples to resist multiple target situations.

Zero mean IID Gaussian random process is used to assume the I and Q input signals for a
noise/clutter background. As a result, the envelope amplitude of square-law detector output is an
IID exponentially distributed random variable. Single pulse processing and Swerling II targets are
adopted in this paper. Table 1 shows some examples of T as a function of N and Pfa in a homogeneous
background. We observe that T steadily increases as N increases. Pfa = 10−4 is adopted in the
simulation.

Table 1. T values as a function of N and Pfa.

N
Pfa

10−4 10−3

6 40.38 29.40
12 77.40 57.24
18 115.20 84.42
24 152.40 112.32

3.1. Homogeneous Environment with Different Number of Training Samples

In homogeneous environment, we compare the detection performance of PDLT to the well-known CA-
CFAR and OS-CFAR. When the number of reference cells is large, it is important to note that CA-CFAR
is the best possible result in IID exponential random variables [8, 9]. kOS is set to 0.75N for the OS-
CFAR, which is the optimal censoring parameter [25].

Then we compare the probabilities of detection (PD) for different detectors with optimal detector,

whose PD equals P
1

1+SNR

fa . Figure 3 shows the PD in homogeneous environment, which is obtained with
6, 12, 18 and 24 reference cells.

From Figure 3, we can see that all the processors show some probability loss compared to the
optimal detector. The PDLT demonstrates the best performance. The CA-CFAR and OS-CFAR are
worse than PDLT. Particularly, from Figure 3(a), the number of reference cells is set to N = 6, which is
a typical case of limited training samples compared with other published papers (N = 24 or N = 36).

Additionally, compared with the optimal detector, the additional losses [8] of PDLT, CA-CFAR
and OS-CFAR are illustrated in Table 2 (Pd = 0.5).

Table 2. Comparing with the optimal detector, the additional losses of PDLT, CA-CFAR and OS-
CFAR (Pd = 0.5).

Detector
N

6 12 18 24
PDLT 1.2 dB 0.6 dB 0.5 dB 0.4 dB

CA-CFAR 3.7 dB 1.8 dB 1.2 dB 0.9 dB
OS-CFAR 4.8 dB 2.6 dB 1.7 dB 1.3 dB

As expected, it is easy to find that the losses grow smaller as N increases. Compared with the
optimal detector, the additional losses are about 1.2 dB, 3.7 dB and 4.8 dB, respectively for the PDLT,
CA-CFAR and OS-CFAR, to ensure N = 6. With limited training samples, the simulation results
indicate that the detection performance of PDLT is considerably better than the well-known CA-CFAR
in homogeneous environment.
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(a) (b)

(c) (d)

Figure 3. Probability of detection (PD) comparison of PDLT, CA-CFAR and OS-CFAR in
homogeneous environment: (a) N = 6. (b) N = 12. (c) N = 18. and (d) N = 24.

Besides, Figure 4 shows the PD at very low target signal-to-noise ratio (SNR), which is also obtained
with 6, 12, 18 and 24 reference cells. The horizontal axis represents SNR, while the vertical axis
represents a base 10 logarithmic scale of PD [39].

From Figure 4, we can see that the PDLT demonstrates the best performance under low SNR
condition. The CA-CFAR and OS-CFAR are worse than PDLT. Meanwhile, it is easy to find that all
the detectors converge to Pfa = 10−4 as SNR decreases.

From the above analysis, it can be concluded that the proposed estimator is robust in the condition
of limited training samples (N = 6). Then we use PDLT with limited training samples to resist multiple
target situations.

3.2. Multiple Target Situations with Different Number of Interfering Targets

In multiple target situation, besides CA-CFAR and OS-CFAR, we compare the detection performance
of PDLT to the ACCA-ODV, which is an symbolic order-statistic based CFAR detector for multiple
target situations [29]. For the ACCA-ODV, the value of Pfc is set equal to 10−2 and the value of (N, p)
set equal to (24, 16).

We then present a comparison of the proposed PDLT with other CFAR processors in a designed
multiple target situation. Figure 5 shows the designed target scene. The number of reference cells is 24.
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(c)

(a) (b)

(d)

Figure 4. PD comparison of PDLT, CA-CFAR and OS-CFAR in homogeneous environment at very
low target signal-to-noise ratio (SNR): (a) N = 6. (b) N = 12. (c) N = 18. and (d) N = 24.

Figure 5. Designed multiple target situation.

I stands for the number of interference targets. The interference targets are assumed to have the same
radar cross-section (RCS) as the primary target. Compared with traditional CA-CFAR, OS-CFAR and
ACCA-ODV, PDLT detector with limited training samples (N = 6) is adopted in the simulation.

Figure 6 shows the PD of different processors in the designed multiple target situations, which is
obtained with 4, 6, 8 and 10 interference targets in the reference cell.

We note from Figure 6 that PDLT, in some sense, is robust. No substantial detection performance
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(c)

(a) (b)

(d)

Figure 6. PD comparison of PDLT, CA-CFAR, OS-CFAR and ACCA-ODV in the designed multiple
target situations: (a) I = 4. (b) I = 6. (c) I = 8. and (d) I = 10.

degradation occurs even for I = 10. The detection performance of CA-CFAR and OS-CFAR is degraded
excessively due to the existence of interference targets in reference cell. The excessive degradation in
performance occurs when I ≥ 4 for the CA-CFAR. The excessive degradation in performance occurs
when I = 8 (I > N − kos = 6) for the OS-CFAR. The excessive degradation in performance occurs
when I = 10 (I > N − p = 8) for the ACCA-ODV.

Additionally, compared with the optimal detector, the additional losses of PDLT and ACCA-ODV
are illustrated in Table 3 (Pd = 0.5).

It is easy to find that the losses get bigger as I increases for the ACCA-ODV. Compared with
the optimal detector, the additional losses are about 1.2 dB and 9.3 dB, respectively for the PDLT and

Table 3. Comparing with the optimal detector, the additional losses of PDLT and ACCA-ODV
(Pd = 0.5).

Detector
I

4 6 8 10
PDLT 1.2 dB 1.2 dB 1.2 dB 1.2 dB

ACCA-ODV 2.8 dB 3.6 dB 4.6 dB 9.3 dB



Progress In Electromagnetics Research M, Vol. 60, 2017 149

(c)

(a) (b)

(d)

Figure 7. PD comparison of PDLT, CA-CFAR, OS-CFAR and ACCA-ODV in the designed multiple
target situations at very low target SNR: (a) I = 4. (b) I = 6. (c) I = 8. and (d) I = 10.

ACCA-ODV, to ensure I = 10. With limited training samples, the simulation results indicate that the
detection performance of PDLT is considerably better than the well-known ACCA-ODV in multiple
target situations.

Besides, Figure 7 shows the PD at very low target SNR, which is also obtained with 4, 6, 8 and
10 interference targets in the reference cell. The horizontal axis represents SNR, while the vertical axis
represents a base 10 logarithmic scale of PD.

From Figure 7, we can see that the PDLT demonstrates the best performance under low SNR
condition. The CA-CFAR, OS-CFAR and ACCA-ODV are worse than PDLT. Meanwhile, it is easy to
find that all the detectors converge to Pfa = 10−4 as SNR decreases.

From the above analysis, it can be concluded that the proposed PDLT detection scheme is robust in
multiple target situations, even though 10 interfering targets exist in a length of 24 samples of reference
window.

3.3. CFAR Property

In order to better verify the performance of the proposed PDLT, we analyse its CFAR property.
However, several numerical results have demonstrated that the PDLT does not have the CFAR property.
The Pfa of PDLT varies with its clutter power. Despite that, the detector can be used to a confirmation
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step of a two-stage receiver [37,40–42], to enhance the detection performance of the overall system, and
after that a detection is performed through a classic CFAR detector which has the ability to control the
number of false alarms [43].

3.4. Experimental Results

This section is devoted to the performance analysis of the new detection scheme in the presence of
experimental data. We conduct a testing in Pidu District, Chengdu, to collect the radar measured
data used for testing and developing our detection structure. Figure 8 shows an overview of the radar
system. The system is an X-band continuous wave radar and mainly consists of an antenna, a turntable,
transmitter, receiver and signal acquisition system.

(a) (b)

Figure 8. Experimental radar system: (a) Overview of the system. (b) Patch antenna.

Figure 9 shows the work pattern of this experiment. The radar is installed on the roof of a building.
The pitch angle is set to 5◦, and the scan coverage is set to ±45◦. The radar scans the coverage in 2.5 s
in a continuous azimuth scan mode.

(a) (b)

Figure 9. Experimental work pattern: (a) Side view. (b) Top view.

The signal parameters are listed in Table 4.
Figure 10 gives a single frame of the original target scene and its corresponding radar echo matrix

in this test. The optical image corresponding to the chosen target scene is shown in Figure 10(a).
The corresponding Google Maps and echo matrix are shown in Figures 10(b), (c), respectively. From
Figure 10(a), we can see that there is a pylon in the target scene. Such an obstacle will pose a
significant threat to the low-flying helicopter [21]. In order to simulate the target masking caused by
multiple target situations, we add a corner reflector in front of the pylon. From Figures 10(b) and (c),
we can see that there is a corresponding relationship among the highway-like targets, pylon and corner
reflector. In Figure 10(c), the radar echo matrix consists of 526 range cells and 513 azimuth samples,
and is displayed in a form of plane position indicator (PPI). Data in the same row of the echo matrix
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Table 4. Experimental parameters.

General Parameters Value
Frequency 9.4 GHz

Pitch Angle 5◦

Scan Coverage ±45◦

Horizontal BeamWidth 5.1◦

Vertical BeamWidth 27◦

Antenna Scan Rate 36◦/s
Signal Bandwidth 75 MHz

Pulse width 1.25 ms
PRF 200 Hz

(b)

(a)

(c)

Figure 10. Data collection scene: (a) Optical image corresponding to the target scene. (b)
Corresponding Google Maps. and (c) Corresponding radar data matrix.

represent samples in the azimuth direction, whereas data in the same column represent samples in the
range direction.

In addition, Figure 11 offers two styles of zoom-in views of the radar data matrix, which are
displayed in a B-scope plot. From Figure 11(a), we can see that pylon and corner reflector are close to
each other in the range direction. Therefore, the two targets can simulate the multiple target situation
of a nonhomogeneous clutter environment. Different detectors are operated at each resolution cell using
a sliding window along each column of the radar echo matrix. The number of guard cells is set to 2.
The number of reference cells, N , is set to 128 for traditional detectors. Especially, PDLT detector
with limited training samples (N = 8) is adopted in the experiment. One example of test cell and its
reference window is marked in Figure 11(b).

Figure 12 presents a comparison of the proposed PDLT with symbolic SO-CFAR, CMLD, OS-
CFAR and ACCA-ODV detectors on the chosen target scene. Pfa is set to 10−4. For the CMLD, the



152 Jiang et al.

(a) (b)

Figure 11. Two styles of zoom-in view of the radar echo matrix: (a) Data matrix displayed in a
B-scope plot. and (b) Zoom-in view of pylon and corner reflector.

number of largest cells censored from the reference window is set equal to 30. kOS is set to 0.75N = 96
for the OS-CFAR. For the ACCA-ODV, the value of Pfc is set equal to 10−1, and the value of (N, p)
is set equal to (128, 85). The original target scene is also given in Figure 12(a). The data matrix in
Figure 12(a) consists of 201 range cells and 101 azimuth samples.

From Figure 12(b), it can be seen that both pylon and corner reflector are well detected based on
PDLT in the real multiple target situations. Figures 12(c)–(f) show the SO-CFAR, CMLD, OS-CFAR
and ACCA-ODV detection results on the chosen target scene. We can see that the main drawback of
traditional detectors is the excessive number of miss detections. The results show that PDLT exhibits
robust detection performance for the pylon on chosen target scene, which is better than classic SO-
CFAR, CMLD, OS-CFAR and ACCA-ODV.

Finally, we are engaged in a quantitative performance analysis of the PDLT and traditional
detectors in the presence of real data. The performance analysis is conducted on the chosen target
scene shown in Figure 12(a). In order to complete the performance analysis, one assessment criterion
is defined, namely the number of miss detections (NMD). The NMD is calculated by counting the
undetected targets falling into Test Window 1. Test Window 1 is shown in Figure 12(a) and consists of
4 range cells and 30 azimuth cells. The total number of samples available for estimating the NMD is
120.

The NMD is summarized in Table 5. Same as the detection result shown in Figure 12, we can
see that the main drawback of SO-CFAR, CMLD, OS-CFAR and ACCA-ODV is the excessive NMD.
The result leads to the conclusion quantitatively that PDLT exhibits better detection performance than
other classic detectors.

Table 5. Performance analysis of the PDLT, SO-CFAR, CMLD, OS-CFAR and ACCA-ODV on the
real data.

Detector Number of miss detections (NMD)
PDLT 12

SO-CFAR 69
CMLD 90

OS-CFAR 68
ACCA-ODV 89
Total Number 120
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(c)

(a) (b)

(d)

(e) (f)

Figure 12. Performance comparison of PDLT, SO-CFAR, CMLD, OS-CFAR and ACCA-ODV on
the chosen scene: (a) Zoom-in view of pylon and corner reflector. (b) PDLT detection results. (c) SO-
CFAR detection result. (d) CMLD detection result. (e) OS-CFAR detection result. and (f) ACCA-ODV
detection result.
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However, in the test results, we also find that all of the detectors are unable to rigorously maintain
the theoretical false alarm, and the selection of T of PDLT does not match the values used in the
simulation. The reason is that the IID Gaussian random processes is not always valid in the real
data [14]. In order to obtain better detection performance of experimental data, possible research
tracks might extend the PDLT to the non-Gaussian clutter distributed assumption.

4. CONCLUSION

In order to reduce the target masking caused by multiple target situations, a new positive-definite
matrix space and limited training samples based detector named PDLT has been illustrated in this
paper. The proposed processor uses the positive-definite matrix space to obtain the background power
estimation. With limited training samples, the simulation results quantitatively indicate that the
detection performance of PDLT is considerably better than that of the well-known CA-CFAR and
OS-CFAR in homogeneous environment. Besides, the PDLT shows robust performance in multiple
target situations even when 10 interfering targets exist in a length of 24 samples of reference window,
which is better than the symbolic order-statistic based detector ACCA-ODV. Finally, the real data
lead to the conclusion quantitatively that PDLT exhibits better detection performance than SO-CFAR,
CMLD, OS-CFAR and ACCA-ODV in multiple target situations.

Possible future research tracks might concern the CFAR property of PDLT and extend to the
detection structure with a non-Gaussian distributed background [44–51] and various fluctuating targets
environments [52–54].
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