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A Continuous-Discontinuous Galerkin Method for Electromagnetic
Simulations Based on an All-Frequency Stable Formulation

Su Yan*

Abstract—In this paper, a potential-based partial-differential formulation, called all-frequency stable
formulation, is presented for the accurate and robust simulation of electromagnetic problems at all
frequencies. Due to its stability from (near) dc to microwave frequencies, this formulation can be
applied to simulate wide-band and multiscale problems without encountering the infamous low-frequency
breakdown issue or applying basis function decompositions such as the tree-cotree splitting technique.
To provide both efficient and flexible numerical solutions to the electromagnetic formulation, a mixed
continuous-discontinuous Galerkin (CDG) method is proposed and implemented. In regions with
homogeneous media, the continuous Galerkin method is employed to avoid the introduction of duplicated
degrees of freedom (DoFs) on the elemental interfaces, while on the interfaces of two different media,
the discontinuous Galerkin method is applied to permit the jump of the normal components of the
electromagnetic fields. Numerical examples are provided to validate and demonstrate the proposed
numerical solver for problems in a wide electromagnetic spectrum.

1. INTRODUCTION

Modeling and simulation methods of electromagnetic problems based on the numerical solution of
the vector wave equation have been thoroughly investigated and widely used during the past several
decades [1–5]. Many electromagnetic problems in real-world applications involve multiscale features,
which are usually caused by the size differences of the geometrical structures in different parts of the
objects under consideration. Typical examples include the modeling and simulation of antenna arrays,
integrated circuits, and electrical machines. When applied to solve such problems, the vector wave
equation, which solves for either the electric or the magnetic field intensity, breaks down due to the
decoupling of these two fields. This is known to the computational electromagnetics community as
the “low-frequency breakdown catastrophe,” which results in erroneous solutions to the problems and
must be addressed properly. Over the past few decades, two main approaches have been developed
and applied to circumvent this numerical issue. One is based on the use of the vector wave equation
with the separation of the mathematical representation of the electric field into the purely gradient
and the rotational-like parts that correspond to the irrotational and the solenoidal components of
the electric field, respectively. Through an incomplete Helmholtz decomposition, these two parts are
expressed and solved with two sets of expansion functions, which leads to the first approach, the tree-
cotree splitting technique [4, 6–8]. Unfortunately, the searching for the tree branches in a geometrical
mesh is troublesome, especially when a multiply-connected domain is encountered. Furthermore,
in the tree-cotree representation, the electric field is directly expressed, which makes it difficult to
assign and handle voltage input and boundary conditions in circuit problems. The second category
of approach is to formulate the electromagnetic problem in terms of the vector and scalar potentials,
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which are then used to recover the electric and magnetic fields. This type of methods is known as the
potential-based formulation and has different forms, see [9–12] and references therein. With a potential-
based formulation, the vector and scalar potentials are discretized separately, which avoids the need of
searching for tree branches and makes the enforcement of voltage conditions straightforward. Recently,
a potential-based formulation was developed by incorporating all four Maxwell’s equations and the
current continuity equation [13, 14], which has been proven to be stable at all frequencies and applied to
problems from dc to microwave frequencies, and hence, highly suitable for performing low-frequency and
multiscale simulations. Different from the potential-based formulations developed in the past, this new
formulation couples all Maxwell’s equations together and is able to solve for the electric and magnetic
fields in one solution, even at dc when the two fields are decoupled. This is made possible with the use
of the Coulomb gauge instead of the Lorentz gauge and the introduction of an auxiliary potential. As
a matter of fact, the use of the Lorentz gauge decouples the vector potential equation from the scalar
potential equation. As a result, these two potentials need to be solved independently and in-tandem at
dc in order to obtain both the electric and magnetic fields, as detailed in [12].

In this paper, a mixed continuous-discontinuous Galerkin (CDG) method is developed to solve
the all-frequency stable formulation numerically. The discontinuous Galerkin method (DGM) [15–
35] is known to be a very flexible numerical method in solving mathematical/physical equations of
different types. With the use of the high-order geometrical discretization, the application of high-order
basis functions, and the design of appropriate numerical fluxes, the DGM can achieve an optimal hp
convergence, energy conservation, and spurious-free solutions. It also offers more advantages, including
the flexibility of using mixed finite elements and non-conformal meshes, the use of h- and p-refinements,
and the excellent parallel efficiency, all due to the use of discontinuous expansion functions [36–39].
Unfortunately, many of these flexibilities are due to the introduction of discontinuous basis functions,
which doubles the number of degrees of freedom (DoFs) on the elemental interfaces. This leads to a
larger system matrix to solve compared to the traditional continuous Galerkin method (CGM) such as
the finite-element method [4]. It is, therefore, desirable to hybridize the DGM with the CGM to enjoy
the benefits from both. In particular, in homogeneous media, CGM is used to reduce the number of
DoFs and ensure field continuity, while on the interface of two different media, DGM is used to permit
field discontinuity and provide numerical flexibility. Based on the idea of the interior penalty [40–43],
the mixed CDG method for the all-frequency stable formulation is designed, which minimizes the total
number of unknowns in a given problem while allowing the basis functions to be discontinuous wherever
needed. In this paper, the proposed method will be investigated, validated, and demonstrated through
the modeling and simulation of several electromagnetic problems at different frequencies.

This paper is organized as follows. The all-frequency stable formulation is introduced in Section 2.
The continuous-discontinuous Galerkin method based on nodal interpolation functions is described
in Section 3, and its numerical validation and application are presented in Section 4. The paper is
concluded in Section 5.

2. ALL-FREQUENCY STABLE FORMULATION

The second-order wave equation for the electric field,

∇× µ−1∇×E− ω2ϵE+ jωσE = −jωJimp (1)

also known as the E -formulation, is very widely used to solve electromagnetic problems. In this equation,
E denotes the electric field intensity; ω = 2πf denotes the angular frequency with f being frequency
in Hertz; µ, ϵ, and σ stand for the material permeability, permittivity, and conductivity, respectively;
and Jimp stands for the impressed current density which serves as the source of the electromagnetic
fields. When it is applied to solving an electromagnetic problem at low frequencies, the E -formulation
generates erroneous numerical solutions, which is known as the low-frequency breakdown catastrophe.
There are two reasons responsible for such a breakdown. First, the electric and magnetic fields are
decoupled at very low frequencies, and Eq. (1) is essentially the Maxwell-Ampère’s law that governs the
magnetic field but expressed purely in terms of the electric field. Second, the electromagnetic sources,
namely, the impressed current density Jimp and the impressed charge density ρimp, which generate the
magnetic and electric fields, respectively, are decoupled at low frequencies. As a result, Jimp cannot
generate E in Eq. (1) at very low frequencies.
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To circumvent the breakdown problem, one can start from the original Maxwell’s equations

∇×E = −jωB (2)

∇× µ−1B = jωϵE+ σE+ Jimp (3)

∇ · ϵE = ρ+ ρimp (4)

∇ ·B = 0 (5)

and the charge conservation laws that relate the impressed current and charge densities and induced
current and charge densities

∇ · Jimp = −jωρimp (6)

∇ · σE = −jωρ. (7)

Here the induced current density is expressed in terms of the conduction current Jc = σE, and the
induced charge density ρ is present only in lossy media and their boundaries.

Expressing the magnetic flux density B into the magnetic vector potential B = ∇ × A, the
magnetic Gauss’s law in Eq. (5) is automatically satisfied. Expressing the electric field intensity E
into the magnetic vector and the electric scalar potentials E = −jωA−∇ϕ, Faraday’s law in Eq. (2) is
automatically satisfied, and Maxwell-Ampère’s law in Eq. (3) can be written as

∇× µ−1∇×A+ jωϵ(jωA+∇ϕ) + σ(jωA+∇ϕ) = Jimp. (8)

The remaining equations, the electric Gauss’s law in Eq. (4) and the charge conservation law in Eq. (7),
become

−∇ · (jωϵA+ ϵ∇ϕ) = ρ+ ρimp (9)

−∇ · (jωσA+ σ∇ϕ) = −jωρ (10)

respectively.
To determine the vector potential A uniquely, a gauge condition must be imposed. In this work, the

inhomogeneous Coulomb gauge is enforced implicitly, through the introduction of an auxiliary potential
ψ, to yield the following complete system of equations

∇× µ−1∇×A+ (jωϵ+ σ)(jωA+∇ϕ) + ϵ∇χ0ψ = Jimp (11)

−∇ · (jωϵA+ ϵ∇ϕ)− ρ = ρimp (12)

−∇ · (jωσA+ σ∇ϕ) + jωρ = 0 (13)

−χ0∇ · ϵA− ψ = 0. (14)

In Eqs. (11) and (14), χ0 = 1/µ0ϵ0 is chosen to balance the magnitude of the last term in Eq. (11)
with respect to the first term. It is straightforward to show that the auxiliary potential ψ satisfies the
inhomogeneous Laplace’s equation

∇ · ϵ∇χ0ψ = 0. (15)

Together with a homogeneous Dirichlet boundary condition ψ = 0 on all exterior boundaries, Eq. (15)
yields a trivial solution ψ ≡ 0, which makes Eq. (14) an implicit Coulomb gauge for the vector potential
A.

Equations (11)–(14) can be used directly to solve for the potentials A, ϕ, and the induced charge
ρ, at all frequencies. Their zero frequency behavior can be understood by setting the angular frequency
ω = 0, which leads to

∇× µ−1∇×A+ σ∇ϕ+ ϵ∇χ0ψ = Jimp (16)

−∇ · ϵ∇ϕ− ρ = ρimp (17)

−∇ · σ∇ϕ = 0 (18)

−χ0∇ · ϵA− ψ = 0. (19)

With a proper boundary condition for the scalar potential ϕ, Eqs. (17) and (18) can be solved in the
lossless and lossy media, respectively, for ϕ. The induced conduction current −σ∇ϕ then becomes the dc
current excitation for the vector potential A to be solved from Eqs. (16) and (19). The electrostatic and



156 Yan

magnetostatic fields can then be recovered as E = −∇ϕ and B = ∇×A, respectively. Apparently, with
this formulation, both the electrostatic and magnetostatic fields can be obtained in a single simulation.

The disadvantages of using Eqs. (11)–(14) directly are: 1) four sets of unknowns need to be solved
and 2) the resulting system matrix is unsymmetric. These can be improved by eliminating the induced
charge density ρ from Eqs. (12) and (13) to yield a symmetric system

∇× µ−1∇×A− ω2ϵ̃A+ jωϵ̃∇ϕ+ ϵ̃∇χ0ψ = Jimp (20)

−jω∇ · ϵ̃A−∇ · ϵ̃∇ϕ = ρimp (21)

−χ0∇ · ϵ̃A− ψ = 0 (22)

which has only three sets of unknowns A, ϕ, and ψ. In Eqs. (20) and (21), ϵ̃ = ϵ− jσ/ω is the complex
permittivity. To ensure a proper normal continuity of potential A, ϵ in ψ terms are modified to ϵ̃ as
well.

It should be pointed out that although the introduction of the auxiliary potential ψ term to Maxwell-
Ampère’s law looks similar to the penalty term in [44], which was also used to eliminate the spurious
solution due to the use of nodal expansion of the vector potential A, they are two different approaches.
Indeed, the elimination of ψ in Eq. (20) using Eq. (22) yields a very similar penalty formulation as
in [44]. But by retaining ψ as an independent variable, it provides the possibility of enforcing proper
boundary conditions to ψ directly to suppress it in the numerical solution, hence, yields a divergence-free
solution of the vector potential A in both homogeneous and inhomogeneous regions. Whereas in [44],
the direct introduction of the penalty term into Maxwell-Ampère’s law results in a solution with a lower
accuracy and even erroneous solutions when discontinuous interfaces are present [45].

Equations (20)–(22) can be solved by considering the appropriate boundary conditions for electric
and magnetic fields

n̂×E1 = n̂×E2, n̂×H1 = n̂×H2, r ∈ Γe (23)

n̂×E = 0, n̂ ·H = 0, r ∈ ΓPEC (24)

n̂×H = 0, n̂ ·E = 0, r ∈ ΓPMC (25)

n̂×E = −Zn̂× n̂×H, n̂×H = Y n̂× n̂×E, r ∈ ΓABC (26)

where Γe denotes the interface between two adjacent elements; ΓPEC, ΓPMC, and ΓABC denote the
boundaries for the perfect electric conductor (PEC), perfect magnetic conductor (PMC), and absorbing
boundary condition (ABC), respectively, while Z and Y denote the intrinsic impedance and admittance
of the background medium, respectively.

Applying the relations between fields and potentials, the corresponding boundary conditions for
magnetic vector potential A and electric scalar potential ϕ, as well as those for the auxiliary potential
ψ, can be expressed as follows:

(i) On the interface between two media Γe:

n̂×A1 = n̂×A2 (27)

n̂× µ−1
1 ∇×A1 = n̂× µ−1

2 ∇×A2 (28)

n̂ · ϵ̃1A1 = n̂ · ϵ̃2A2 (29)

ϕ1 = ϕ2 (30)

n̂×∇ϕ1 = n̂×∇ϕ2 (31)

n̂ · ϵ̃1∇ϕ1 = n̂ · ϵ̃2∇ϕ2 (32)

ψ1 = ψ2 (33)

n̂ · ϵ1∇ψ1 = n̂ · ϵ2∇ψ2 (34)

(ii) On PEC boundaries ΓPEC:

n̂×A = 0 (35)

n̂×∇ϕ = 0 (36)

ϕ = Vimp (37)

ψ = 0 (38)

where Vimp stands for the impressed voltage on the voltage port.
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(iii) On PMC boundaries ΓPMC:

n̂× µ−1∇×A = 0 (39)

n̂ · ϵ̃A = 0 (40)

n̂ · ϵ̃∇ϕ = 0 (41)

n̂ · ϵ∇ψ = 0 (42)

(iv) On ABC boundaries ΓABC:

ϕ = 0 (43)

ψ = 0 (44)

together with (26).

Equations (20)–(22) together with boundary conditions (27)–(44) form a complete system to be solved,
as detailed in the coming sections.

3. CONTINUOUS-DISCONTINUOUS GALERKIN METHOD

To preserve the proper field/flux continuities, the nodal basis functions are employed to interpolate the
unknown quantities, A, ϕ, and ψ, in Eqs. (20)–(22). With the use of nodal basis functions, the CGM
guarantees that all field components are continuous in homogeneous media, while DGM ensures the
tangential continuity of the fields and allow the normal field components to be discontinuous.

3.1. Nodal Discontinuous Galerkin Method

When Eqs. (20)–(22) are applied across the interface of two different materials, the discontinuous
Galerkin method can be used to permit the jump of normal field components across the interface.
Specifically, two sets of DoFs are assigned to A to permit its discontinuity, while one set of DoFs is
assigned to ϕ and ψ, respectively, since they are continuous even across the boundaries of two different
media according to Eqs. (30) and (33).

To convert these equations into matrix equations, first denote the tetrahedral partitioning of the
entire simulation domain as V =

∪M
e=1 Ve. Based on the idea of the interior penalty [40, 41], testing

Eq. (20) with vector Lagrange polynomials li = ûli in all three directions in the Cartesian coordinate
system (û = x̂, ŷ, or ẑ) on each tetrahedral element Ve yields the discretized equation (45). Likewise,
testing Eqs. (21) and (22) with scalar Lagrange polynomials li yield the discretized equations (46)
and (47), respectively.∫

Ve

(
µ−1∇× li · ∇ ×A− ω2ϵ̃ li ·A

)
dV

+

∫
Γe

∪
ΓPEC

(
τf [[li]] · [[A]]−

⟨
µ−1∇× li

⟩
· [[A]]− [[li]] ·

⟨
µ−1∇×A

⟩)
dS

+jωY

∫
ΓABC

n̂× li · n̂×AdS + jω

∫
Ve

ϵ̃ li · ∇ϕ dV + µ−1
0

∫
Ve

ϵrli · ∇ψ dV =

∫
Ve

li · JimpdV (45)

jω

∫
Ve

ϵ̃∇li ·AdV +

∫
Ve

ϵ̃∇li · ∇ϕ dV =

∫
Ve

liρimpdV (46)

µ−1
0

∫
Ve

ϵr∇li ·AdV −
∫
Ve

liψ dV = 0 (47)

In these equations, the average ⟨·⟩ and jump [[·]] functions are defined as follows

⟨a⟩ = 0.5(a+ + a−) (48)

[[a]] = n̂+ × a+ + n̂− × a− (49)

where the superscripts − and + indicate the inside and outside of a surface, respectively.
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In Eq. (45), τf denotes the interior penalty factor

τf = αµ−1
f h−1

f (50)

where hf denotes the diameter of the circumsphere of associated tetrahedral element

hf =

{
min{hf,−, hf,+}, f ∈ Γe

hf , f ∈ Γb
(51)

and

µf =

{
min{µf,−, µf,+}, f ∈ Γe

µf , f ∈ Γb.
(52)

Here, Γb denotes all exterior boundaries. The factor α = 10p(p + 1) with p the order of polynomials
used in the expansion.

Expanding unknown quantities as

A =
N∑
j=1

Ajlj =
N∑
j=1

(Axjx̂+Ayjŷ +Azj ẑ) lj (53)

ϕ =

N∑
j=1

ϕjlj , and ψ =

N∑
j=1

ψjlj (54)

Equations (45)–(47) can be rewritten into matrix equationsµ−1S − ωϵ̃M3 +A jωϵ̃D µ−1
0 ϵrD

jωϵ̃DT ϵ̃G 0

µ−1
0 ϵrD

T 0 M1



A

ϕ

ψ

 =


bA

bϕ
0

 (55)

where {A} = {Ax, Ay, Az}T , {bA} = {bAx, bAy, bAz}T with

[bAu]i =

∫
Ve

liû · JimpdV (56)

[bϕ]i =

∫
Ve

liρimpdV. (57)

The coefficient matrices are calculated as

S =

Syy + Szz −Syx −Szx
−Sxy Sxx + Szz −Szy
−Sxz −Syz Sxx + Syy

 (58)

M3 =

M1 0 0

0 M1 0

0 0 M1

 (59)

A =

1− n2x −nxny −nxnz
−nxny 1− n2y −nynz
−nxnz −nynz 1− n2z

⊗
Mf (60)

D = [Dx Dy Dz]
T

(61)

G = Sxx + Syy + Szz (62)

and

[Suv]ij =

∫
Ve

∂li
∂u

∂lj
∂v

dV (63)

[Dv]ij =

∫
Ve

li
∂lj
∂v

dV (64)

[M1]ij =

∫
Ve

li lj dV (65)
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[Mf ]ij =

∫
Γe

li lj dS. (66)

In Eq. (60),
⊗

denotes the direct product. Note that if planar tetrahedra are used in the geometrical
discretization, all the above elemental matrices have analytical expressions, regardless the order of
Lagrange polynomials used [20, 33, 39, 46].

3.2. Nodal Continuous Galerkin Method

When Eqs. (20)–(22) are applied in homogeneous materials, continuous Galerkin method can be used
to ensure the continuity of field components in all directions and reduce the total number of unknowns.
The fully discretized equations can be obtained by enforcing the vector potential A to be the same
across the common interface of two adjacent elements, which eliminates the surface integrals over Γe in
Eq. (45). The matrix equation (55) thus reduces automatically to the continuous Galerkin formulation.

Assemble matrix equations in both homogeneous and inhomogeneous regions of the simulation
domain yield the complete system of equations, which can be solved for A, ϕ, and ψ. The electric and
magnetic field can then be recovered by

E = −jωA−∇ϕ (67)

B = ∇×A. (68)

4. NUMERICAL EXAMPLES

Three numerical examples are given in this section to demonstrate the application of the proposed
formulation and numerical method.

4.1. Scattering from a PEC Cylinder

In the first example, electromagnetic scattering from an infinite length PEC cylinder is calculated, in
both the TM and the TE cases. This example is designed to test the implementation of the PEC, PMC,
and ABC boundary conditions in the CDG method and demonstrate the application of the all-frequency
stable formulation at a microwave frequency. In this example, a square region with a small depth is
considered. The width and length of the region are both 10m, and the depth 0.1m. Sitting in the
center of the simulation domain, the PEC cylinder has a radius of 1m. The PEC boundary condition is
specified on the surface of the cylinder, the PMC boundary condition is specified on both surfaces in the
depth direction, and the ABC boundaries are used around the square region to supply incident plane
wave and absorb scattering wave from the cylinder. Using such boundary conditions, the essentially
2-D problem is simulated in 3-D, where a 300-MHz plane wave incidents from the left boundary and
illuminates the cylinder. At 300MHz, the simulation domain is discretized into tetrahedral elements
with an average size of 0.05m, resulting in 1, 238, 158 elements and 1, 238, 025 nodal unknowns (Ax,
Ay, Az, ϕ, and ψ). In this example, the entire air region is a CG region and only the PEC, PMC, and
ABC boundaries are DG regions. Shown in Figs. 1(a) and 1(c) are the snapshots of the z components
of the total electric field and magnetic flux in the TM and the TE cases, respectively. The near field
distributions Ez in the TM case and Hz in the TE case are recorded along a circle with a radius of 3
m from the center of the cylinder and compared with the analytical Mie series solutions in Figs. 1(b)
and 1(d), respectively. From these figures, a very good near field accuracy is observed. Apparently, the
potential-based formulation can be applied to the microwave frequency regime correctly, which validates
its application to wave propagation and scattering problems at a relatively high frequency.

4.2. A Simple RC Circuit

In the second example, a simple first-order RC circuit is considered to demonstrate the application of
the all-frequency stable formulation and the associated CDG method in resistive and capacitive regions.
Shown in Fig. 2, the blue traces stand for metallic wires with conductivity σ = 106 S/m, the red block
stands for a resistor with a resistivity ϱ = 6× 105Ω-m, and the yellow rectangle stands for a dielectric
material with a relative permittivity ϵr = 10 sandwiched between the parallel plates of a capacitor. The
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(a) (b)

(c) (d)

Figure 1. Scattering by a circular conducting cylinder with a radius of 1λ. (a) Snapshot of the total
field Ez in 2-D; (b) Comparison of Ez obtained from the proposed method and the Mie series; (c)
Snapshot of the total field Bz in 2-D; (d) Comparison of Hz obtained from the proposed method and
the Mie series.

Figure 2. Circuit configuration. The width of the traces is 1 cm.

right terminal of the metal wire is grounded, and the left terminal is connected to a 1-V voltage source
operating at 1Hz, 1 kHz, 10 kHz, and 100 kHz. The total size of the simulation domain is 27 cm by 20 cm
by 0.2 cm, and the width of the metallic trace is 1 cm. To resolve the skin depth at higher frequencies,
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tetrahedra with an average size of 0.1 cm are used to discretize the simulation domain, resulting in a
total of 1, 094, 553 elements and 1, 231, 644 nodal unknowns in this example. The CGM is applied
in air, metallic, resistor, and capacitor regions, while the DGM is applied on the interfaces between all
the CGM regions and over the external boundaries. The electric field, magnetic field, and conduction
current distributions are presented in Fig. 3, where the solutions at different frequencies are presented
in four columns from the left to the right. It is very interesting to see that at 1Hz, the current flows
through the resistor only, since the capacitor is an open circuit at such a low frequency. The conduction
current presented in Fig. 3(i) generates the magnetic flux that follows Biot-Savart’s law, as can be seen
clearly in Fig. 3(e). As the frequency increases, the current starts to flow through the lower branch of
the circuit, and the skin effect starts to present. At 100 kHz, the majority of current flows through the
capacitor in terms of the displacement current.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 3. First row: electric field distribution; Second row: magnetic field distribution; Third row:
conduction current distribution. Four columns from the left to the right: results at 1Hz, 1 kHz, 10 kHz,
and 100 kHz.

4.3. A Coil Inductor

As a third example, a coil inductor is simulated at different frequencies to demonstrate the application
of the all-frequency stable formulation and the associated CDG method in inductive regions. As shown
in Fig. 4, the inductor is made of a magnetic core with µr = 1000 and a 26-turn metallic wire with
a diameter of 1.2mm and conductivity σ = 106 S/m. A 1-V voltage source is connected to the upper
terminal of the wire, while the lower terminal is grounded. This inductor is simulated at four different
frequencies, 0Hz, 50Hz, 50 kHz, and 5MHz, with the proposed formulation and method. The total
size of this simulation domain is 50mm by 50mm by 40mm. The mesh sizes for the coil winding, the
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Figure 4. Coil inductor configuration. The diameter of the metallic wire is 1.2mm.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5. First row: distributions of conduction current, magnetic flux, and electric scalar potential;
Second row: horizontal cut. Four columns from the left to the right: results at 0Hz, 50Hz, 50 kHz, and
5MHz.

magnetic core, and the air regions are 0.2mm, 0.5mm, and 2mm, respectively. This leads to a total
of 669,098 elements and 619,012 nodal unknowns. In each homogeneous region, the CGM is applied
and on the material interfaces and external boundaries, the DGM is applied. The simulation results
are shown in Fig. 5, where the conduction current Jc = σE and magnetic flux B are presented in 3-D
in the first row, and are shown in a 2-D cut across the center plane in the second row. In both rows,
the electric scalar potential ϕ distribution on the cutting plane is shown. Columns from the left to
the right correspond to simulation results at different frequencies. From these results, it can be seen
that at lower frequencies, 0 and 50Hz, the conduction currents distribute uniformly in the metallic
wire, which generate uniform and strong magnetic fluxes inside the magnetic core. The magnetic fluxes
circulating in the magnetic core store magnetic energy, which makes the structure an efficient inductor
as is normally used in low-frequency circuits. On the contrary, from the simulation results obtained at
higher frequencies, 50 kHz and 5MHz, the conduction currents and the resulting magnetic fluxes start
to distribute non-uniformly, due to the presence of the skin effect at higher frequencies. As a result, less
magnetic energy can be stored in the core, and the structure does not perform as an efficient inductor
any more.
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5. CONCLUSION

In this paper, an all-frequency formulation has been shown to be stable at all frequencies both
theoretically and numerically. Due to the use of electric scalar and magnetic vector potentials, this
formulation requires no special treatment to avoid the low-frequency breakdown problem. A mixed
continuous-discontinuous Galerkin method has been proposed to solve such a formulation numerically to
provide continuous solutions in homogeneous materials and discontinuous solutions across the interface
of material discontinuity. Based on the presented numerical examples, it is clear that the proposed
formulation and method are able to capture the electromagnetic behaviors in a very wide frequency
range. The method proposed in this paper has a promising potential to solve other problems involving
wide-band or multiscale characteristics. With the application of nodal polynomial basis functions, the
nodal CDG method is extremely attractive in problems that concern normal field/current components,
such as the accurate extraction of circuit parameters and the multiphysics simulations involving
interactions between fields and charges.
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