
Progress In Electromagnetics Research M, Vol. 110, 61–72, 2022

Compressed T-Matrix Algorithm for Scalar and Electromagnetic
Scattering from Multiple Objects and Multiple Incident Directions

Mark S. Haynes* and Ines Fenni

Abstract—A compression algorithm for the T-matrix scattering solution from multiple objects and
incident fields is derived and examined which we call the Compressed T-Matrix Algorithm (CTMA).
The CTMA is derived by applying the SVD and Woodbury matrix-inverse identity to compress the
original T-matrix system of equations and simultaneously compress the matrix of right-hand side
incident field vectors. This is suited for scattering problems with many incident directions. We
quantify the compression rates for different collections of dielectric spheres and draw comparisons to
the Characteristic Basis Function Method (CBFM) with which the CTMA shares many structural
similarities.

1. INTRODUCTION

The T-matrix formulation is one of many ways to compute the multiple scattering solutions of
a collection of objects [1–3]. The solutions usually start by assuming that the T-matrix of each
object in isolation is known. The fields in each object frame are related through the wave function
translation matrices to build a linear system of equations for the scattered field coefficients of each
object. Numerous versions of T-matrix multiple scattering algorithms exist including the standard
formulation [4], recursively aggregate T-matrix methods [2, 5, 6] and T-matrix interaction matrices [7, 8].
T-matrix methods are attractive for computing the scattering from a collection of spheres because the
T-matrix of a sphere is diagonal [6, 9–11]. One drawback of T-matrix methods is that the computation
of the translation matrix addition theorems creates restrictions depending on the form of the algorithms.
For example, constraints exist on the radii at which new scatterers are added in recursive aggregation [6]
as well as the smallest distance between scatterers [12].

The standard T-matrix multiple scattering solution, as opposed to recursive or aggregate methods,
builds and solves a linear system of interaction equations for the scattered field expansion coefficients of
each scatterer for every incident field [4, 10]. The linear system can be solved with 1) matrix inversion,
2) using iterative methods, and possibly accelerated with techniques like the Fast Multipole Method [4],
or 3) direct solvers such as LU decomposition, which are suitable to multiple right hand sides (RHSs).
Multiple right hand sides, i.e., multiple incident fields, numbering in the tens of thousands are often
required in the estimation of average scattering quantities, depending on the size of the object [13–15],
or in the analysis of 3D radar scattering of large targets.

In this work, we derive and examine a compression scheme for the standard T-matrix scattering
solution called the Compressed T-Matrix Algorithm (CTMA). The purpose of the CTMA is to solve
larger T-matrix problems while simultaneously accommodating many incident fields. Our approach is a
straightforward application of the SVD and Woodbury matrix-inverse identity which are used together
to construct a compressed system of equations for the spherical harmonic expansion coefficients of the
scattered field for each object. Like most T-matrix algorithms, it assumes that each object has a known
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isolated T-matrix. The CTMA shares many similarities with the Characteristic Basis Function Method
(CBFM) [16], or the Adaptive Cross Approximation (ACA) algorithm [17], where these algorithms seek
the effective rank of the matrix to take advantage of the difference between the true rank and effective
rank to compress the core interaction matrix in a way that is also suitable for multiple RHSs.

In Section 2, we outline the standard T-matrix scattering solution for scalar and vector waves.
In Section 3, we derive the CTMA. Section 4 contains examples of the algorithm and performance
comparisons against the standard solution. Finally, Section 5 contains discussion about the relationship
between this algorithm and the MoM and CBFM solutions as well as a variant useful for parametric
studies in static geometries.

2. STANDARD T-MATRIX SCATTERING SOLUTION

In this section, we give the equations for the standard scalar and vector T-matrix multiple scattering
problems. The geometry is shown in Figure 1.
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Figure 1. Geometry of T-matrix multiple scattering solution. Each object frame is at location ri in the
global frame. The isolated object T-matrix, Ti, is given with harmonic content up to maximum degree
L ∼ O(ka) which can be different for each object. Translation matrices, αji, link the field expansions
between object frames. The incident and scattered expansion coefficients in each frame are aj and bj ,
respectively.

2.1. Scalar Waves

A linear system of equations for the scattering of multiple objects using the T-matrix is derived for
scalar waves in [2, 4]. We repeat the main points of the derivation here. Let n objects be centered
at locations ri in a background medium with wavenumber k. The total field around the collection of
objects is written as

ϕtot(r) = ϕinc(r) + ϕsca(r) (1)

= Rgψt(k, r) · a0 +
N∑
i=1

ψt(k, ri) · bi (2)

where r is the position vector in the global frame centered at the origin; ri is the position vector relative
to the frame of object i; a0 are the incident field expansion coefficients in the global frame; bi are the
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scattered field coefficients of object i; and Rgψ(k, r) and ψ(k, r) are the regular and radiating scalar
wave functions written in vector notation and given by [2]

Rgψlm(k, r) = jl(kr)Ylm(θ, ϕ) (3)

ψlm(k, r) = h
(1)
l (kr)Ylm(θ, ϕ) (4)

where jl(kr) and h
(1)
l (kr) are spherical Bessel and Hankel functions, respectively; Ylm(θ, ϕ) are the

spherical harmonics; k is the background wavenumber; and Rg means being regular (non-singular) at
the origin.

Using the translation matrices for the scalar spherical wave functions [18–20], the incident field is
first translated to the frame of the jth scatterer, and second, the scattered fields from n− 1 scatterers
are translated as incoming fields in the frame of the jth scatterer as

ϕtot(rj) = Rgψt(k, rj) · βj0 · a0 +
n∑

i=1,i ̸=j

Rgψt(k, ri) ·αji · bi +ψ
t(k, rj) · bj (5)

where αji is the translation matrix pointing from frame i to frame j that contains radiating Hankel
functions, and βj0 is the translation matrix between global origin and frame j that contains Bessel
functions. The first two terms of Eq. (5) act like a combined incident field on the jth scatterer. We
relate bj to the incident field coefficients in the frame of the scatterer, aj = βj0 ·a0, through the isolated
T-matrix of object j, Tj , as

bj = Tj ·

aj +

n∑
i=1,i̸=j

αji · bi

 (6)

Evaluating for j = 1 . . . n we get a linear system of equations for all bj in terms of aj .

(I−T ·α) · b = T · a (7)

where I is the identity matrix; T is a block diagonal T-matrix; α is the full block translation matrix;
and a and b are the incident and scattered vectors with field coefficients for all scatterers:

T =


T1

T2

. . .
Tn

 (8)

α =


0 α12 α13 α1n

α21 0 α23 . . . α2n

α31 α32 0 α3n
...

. . .
...

αn1 αn2 αn3 . . . 0

 (9)

b =


b1

b2
...
bn

 , a =


a1
a2
...
an

 (10)

Equation (7) can be solved for b using any linear algebra technique. Once b is known, the scattered
field outside the regions of individual objects is computed with Eq. (2).

Let there be p incident fields from different sources such that (7) is extended to have multiple RHSs,
which we write as

(I−T ·α) ·B = T ·A (11)

where A = [a1,a2, . . . ,ap] is the incident field matrix that contains p vectors of incident field coefficients,
and B = [b1,b2, . . . ,bp] is the solution matrix that contains p vectors of scattered field coefficients.

The following observations are relevant for computation:
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(i) The sums in the field expansions are technically infinite but are truncated in practice.

(ii) The magnitude of T-matrix elements of any finite object fall off exponentially for harmonics
l > L ∼ O(ka), where a is the radius of the bounding sphere of the object. The fall off acts
like a filter on the translation matrices which allows safe truncation of the sums.

(iii) The maximum degree harmonic required to expand the scattered field of each object is [21]

L ≥ ⌈1.2ka⌉ (12)

where the total number of harmonics for all l up to L all ±m is N = L2 + 2L+ 1, which includes
the monopole term for scalar waves.

(iv) The isolated T-matrices are square, but the number of harmonics for each object can be different;
therefore, in general the translation matrices, αji, are rectangular.

(v) The block translation matrix, α, is square but not symmetric because the transpose of the
translation matrices is asymmetric for certain harmonics. The transpose relations for scalar (and
vector) translation matrices are

αij
l′,−m′,l,−m = (−1)m−m′

αji
lm,l′m′ (13)

where ji translates from frame j to i, while ij is the reverse. Equation (13) is used to accelerate
building the full translation matrix.

(vi) The global incident field expansion coefficients a0 need as many harmonics as are required to expand
the incident field over the entire domain of scatterers. The translation aj = βj0 · a0 reduces the
number of incident coefficients for each object frame to only those required to expand the incident
field around the isolated object. This is the same number of harmonics used for the T-matrices
and translation matrices. Alternatively, the expansion coefficients in the frame of each object aj
can be computed directly from a source rather than translated through the global origin.

(vii) The smallest unit scatterer is a monopole; therefore, the smallest translation matrix is a single
element that translates the field between two monopoles.

2.2. Vector Waves

A linear system of equations for the T-matrix scattering solution for vector waves can be derived in a
similar manner as for scalar waves by expanding the electric fields of each dielectric object in vector
spherical wave functions and then repeat the steps in the previous section. A radiating electric field is
expanded

E(r) =
∞∑
l=1

l∑
m=−l

almMlm(k, r) + blmNlm(k, r) (14)

where Mlm(k, r) and Nlm(k, r) are the vector spherical wave functions [2]. The resulting system of
equations is the same as the scalar case (7), after the following substitutions:

I →
[
I 0
0 I

]
, Ti →

[
TMM

i TMN
i

TNM
i TNN

i

]
, αji →

[
Aji Bji

Bji Aji

]
, bi →

[
ci
di

]
, ai →

[
ai
bi

]
where Txy

i (x and y are M or N) is the block vector T-matrix for the ith scatterer; Aji and Bji are the
vector translation matrices between scatterers i and j; and ai and bi and ci and di are the coefficients
for the incident and scattered fields, respectively, in the frame of the ith scatterer. Additional notes:

(i) The smallest unit scatterer for vector problems is a dipole which requires 3 harmonics (l,m) =
(1,−1), (1, 0), (1, 1). The smallest T-matrix and translation matrix between two dipoles therefore
consists of four 3× 3 block matrices (i.e., a 6× 6 matrix).

(ii) We assume that fully normalized vector spherical wave functions and their associated translation
matrices are used. The total number of harmonics for all l up to L all ±m is N = L2 + 2L.

(iii) The 2× 2 nature of the block T-matrix, translation matrices and coefficients capture the coupling
between Mlm and Nlm vector spherical wave functions. There are twice as many unknowns as the
scalar case, and the overall system of equations is four times as large and requires bookkeeping
Mlm and Nlm harmonics separately.
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3. COMPRESSED T-MATRIX ALGORITHM — CTMA

Here we motivate and derive the CTMA. The full block translation matrix, α, can be very large when
the number of scatterers is large, or when the scatterers are large and require many harmonics in the
translation matrices. In addition, scattering problems with many incident fields require solving Eq. (7)
for many RHSs. The approach of the CTMA is to approximate α with a truncated SVD and combine
it with the Woodbury identity to compress the T-matrix system of equations with multiple RHSs.†

Let the n× n matrix Tα in Eq. (7) be approximated by a rank-k SVD as

Tα ≈ UkΣkV
∗
k (15)

where Uk is sized n× k; Σk is k× k diagonal; and Vk is n× k. The number k is chosen by a threshold
to keep the dominant singular values (e.g., if the threshold is 1E-3 then σk/σ1 ≥ 1E − 3). Recall the
Woodbury identity [22, 23], for the inverse of a perturbed matrix when the perturbation is decomposed
as the product of three matrices

(C+UDV)−1 = C−1 −C−1U
(
D−1 +VC−1U

)−1
VC−1 (16)

Comparing this to Eq. (11) and in light of Eq. (15), we identify C = I, U = −Uk, D = Σk,
V = V∗

k, so that the matrix inverse that is needed to solve Eq. (11) is approximated as

(I−Tα)−1 ≈ I+Uk

(
Σ−1

k −V∗
kUk

)−1
V∗

k (17)

The solution for B in Eq. (11) is then

B ≈
(
I+Uk

(
Σ−1

k −V∗
kUk

)−1
V∗

k

)
TA (18)

The combination of the SVD and Woodbury identity has compressed the original system of
equations so that the matrix to be inverted, Σ−1

k − V∗
kUk, is sized k × k. The application of V∗

k
to TA compresses the RHSs along rows which is the dimension containing the spherical harmonics. Let
Y = V∗

kTA be the k × p compressed incident field matrix and let M = Σ−1
k − V∗

kUk be the k × k
compressed matrix so that the compressed unknowns are given by Z = M−1Y. We first solve the
compressed system

MZ = Y (19)

for the unknowns Z using any method suitable for multiple RHSs (e.g., LU decomposition). Afterwards,
Z is projected back into spherical harmonics as UkZ. The solution is completed by summing the two
terms of Eq. (18) as

B ≈ TA+UkZ (20)

The physical interpretation of Eq. (20) is that the identity matrix in Eq. (18) yields the first-order
scattering solution which is the product of the isolated T-matrices with the incident field coefficients.
The second term of Eq. (20), which requires the matrix inverse in Eq. (17), is a correction to the first
order solution. This interpretation is consistent with the use of the Woodbury identity as a means to
compute a perturbation on a known matrix inverse. In this case, the known inverse is the first order
scattering solution where we seek an update that will approximate the full scattering solution. The
accuracy of the update is controlled by the truncation threshold of the SVD.

4. EXAMPLES

We test the CTMA, Eq. (20), for the vector electromagnetic problem on a collection of dielectric spheres.
We also evaluate compression ratios for different spatial configurations of spheres. The T-matrix for a
dielectric sphere is diagonal and given in [24]. The sphere T-matrix and translation matrices for fully
normalized vector spherical waves functions are computed using routines in [25].

† We drop the dot (·) notation for matrix multiplication in this section.
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4.1. Collection Of Spheres

Figure 2 shows a collection of 419 dielectric spheres. The centers of the spheres are distributed uniformly
random in XY Z with a 25% fill fraction. The spheres are bounded in a region that is also a sphere that
has a diameter of 5λ. The radii of the objects are bounded between 0.1λ and 0.7λ and are approximately
distributed according to an exponential distribution. The complex dielectric constant for each sphere is
ϵr = 4 + i0.04. The number of harmonics used to expand the field of each sphere is determined by the
equality condition in Eq. (12). The size of the full translation matrix, α, for this problem is 7362×7362.

Figure 2. Collection of dielectric spheres to test the compressed T-matrix algorithm against the
standard solution. The color maps to sphere radius.

We compute the backscatter radar cross section (BRCS) for 501 incident plane waves at angles
arranged uniformly around a circle in the XY plane. The expansion coefficients for plane waves
referenced to the origin are given in [25]. These are translated to the frames of each object in order to
create the incident field matrix. After the solution is complete, the scattered field expansion coefficients
of each object are translated to the origin, summed, and the far-field scattered electric field, which
is needed for the BRCS, is computed with the vector spherical harmonics, see also [25]. Figure 3
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Figure 3. Backscatter radar cross section and co-polarized electric field phase predicted by the standard
T-matrix solution and the compressed T-matrix algorithm for different SVD thresholds.
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shows the BRCS and the phase of the co-polarized electric field for different SVD thresholds for both
the standard solution and CTMA. Most backscatter values are less than about 17 dB. For comparison
the BRCS of a solid sphere with ϵr = 4 is about 22 dB. We quantify the error between the standard
solution and compressed solutions by measuring the RMS of the difference (RMSE) between dB values
of backscatter radar cross section over all measurements as well as the RMSE between the phase values
of the backscattered electric field. The break point between compression and accuracy is an SVD
threshold of about 0.01 which in this example provides an average power error better than 1 dB and
average phase error of about 6 degrees with a compression ratio of 35% (see next paragraph) and a
speed up in solving the compressed system of about a factor of 3.

The solution of the standard T-matrix system, Eq. (11), for all incident fields took approximately
7.6 seconds to compute in Matlab (2019a) using the backslash operator (condition number 7.3E-5). The
one-time SVD, Eq. (15), took approximately 330 seconds to compute. The computation was done on a
MacBook Pro OS 11.6 with a 2.9GHz i9 processor and 32GB RAM. The compression ratios and times
to solve the standard and compressed systems for different SVD thresholds are given in Table 1. The
compression ratio measures the relative size of the pre- and post-compressed matrices, namely, I−Tα
and Σ−1

k − V∗
kUk, respectively. The compression ratio is equal to k2/n2 where k is the number of

singular values in the compressed system (therefore the number of compressed unknowns), and n is the
number of unknowns in the original problem.

Table 1. Performance of the compressed T-matrix Algorithm for different compression ratios.

Singular Value

Threshold (σk/σ1)

Compression

Ratio (linear)

Computation

Time (sec)

BRCS RMSE

Power (dB)

E-field RMSE

phase (deg)

Standard

T-matrix
1 7.6 0 0

0.001 0.78 6.3 0.041 0.27

0.002 0.67 5.3 0.13 0.81

0.005 0.48 3.5 0.4 2.9

0.01 0.35 2.8 0.71 6.2

0.02 0.23 1.8 1.6 11

0.05 0.11 0.91 3.7 36

0.1 0.046 0.42 6.5 60

4.2. Compression Rate For Different Geometries

Here we look at the compression ratios of different geometries of collections of spheres. The compression
rate is an indication of the amount of redundancy in the full translation matrix, α. Figure 4 illustrates
different scenes and geometries, the compression ratios for three SVD thresholds σk/σ1 = [1E-3, 1E-2,
1E-1], and a plot of normalized singular values. Comparing Case 2 to Case 1 the proposed algorithm
compresses better for a similar electrical size but numerically larger problem. Comparing Cases 3 and
4 the compression appears independent of the distance between scatterers for the same size scatterers.
Comparing Cases 4 and 5 which are the same sparse geometry with smaller/larger spheres, larger
objects, which have more harmonics, compress better. Interestingly the fall off of the singular values
for these geometries have similar shapes. This could be due to the square bounding region or the use
of the identically sized spheres.
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5. DISCUSSION

5.1. Application to The Method Of Moments (MoM)

The combination of SVD and Woodbury identity can be used to compress any linear systems of the
form (I−A)−1, as for example in MoM scattering problems where A is the Green’s function interaction
matrix. The key difference between the MoM and T-matrix problems is the first order solution. For
example, the linear system in the MoM solution of the discretized volume integral equation (VIE) for
the total electric field is [25, 26](

I−

[
Gxx Gxy Gxz

Gyx Gyy Gyz

Gzx Gzy Gzz

][
O

O
O

])[
Ex

Ey

Ez

]
=

[
Einc,x

Einc,y

Einc,z

]
(21)

where I is the identity matrix; Guv is the Green’s function matrix block for pairs of field components;
Einc,v and Ev are vectors of the incident field and total field solution, respectively; and O is the diagonal
matrix of the object function which is applied to each component. If we apply the compression scheme
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Figure 4. Compression ratios for different geometries of collections of spheres. (a) Geometries. (b)
Parameters and compression ratios. (c) Normalized singular values of the full translation matrix.

from Section 3 to Eq. (21), then the first order solution of the total field will be equal to the incident
field, i.e., the Born approximation. On the other hand, the first order solution of the CTMA uses the
isolated T-matrices of each object which are complete scattering solutions at the level of the objects.
Therefore, the first order solution of the T-matrix system is a stronger first approximation than when
the same compression technique is applied to the MoM solution.

5.2. Comparison To The CBFM

In the CBFM [16], the cells of the discretized volume integral equation are first divided into local groups
of cells; the geometry is divided into blocks, and blocks are groups of cells. The scattering solution based
on the impedance matrix is completed for the cells of each block over multiple plane wave incident fields
to yield a set of induced current solutions or volumetric electric fields. The set of induced currents
is compressed using a rank-k SVD where the singular vectors of the current distributions are the
characteristic basis functions (CBFs). The CBFs are then used to compress each pair-wise interaction
sub-matrix between blocks in the impedance matrix as well as the RHS incident fields of the linear
system. The resulting compressed system is then solved. A key advantage of the CBFM is that the
compressed matrix can be built on the fly. Compression rates in the CBFM can be as good as 1% for
homogenous scatterers [27], due to the high redundancy in the MoM matrix in volumetric scattering
problems.

The CTMA shares many similarities with the structure of the CBFM. First, the core of the
compression lies in a truncated SVD. Second, the right singular vectors, Vk, are used to compress
the set of RHS incident fields. Last, the accuracy of the solution and compression ratio is determined
by the singular value cutoff threshold. In general, both approaches seek the effective rank of the matrix
in order to take advantage of the difference between the true rank and effective rank.
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We initially tried to derive basis vectors for the CTMA in a way similar to the CBFM for the
scattering from spheres. The idea was to treat each sphere like a block of cells is treated in the CBFM.
The scattered field expansion coefficients were computed over multiple plane wave incident fields at the
level of individual scatterers. We then took the SVD over the collection of scattered field coefficients and
inspected the singular value roll off. We found that essentially no compression was available. The reason
for this is that the spherical wave functions form an orthogonal set, and the information contained in
each harmonic expansion coefficient is virtually independent. That is, the spherical wave function basis
is already highly efficient for isolated spheres, and we expect this to be true for any object for similar
reasons. In effect, this process was analogous to trying to compress the basis functions of a Fourier
transform.

Unlike the CBFM, the CTMA does not build the compressed linear system on the fly. We must build
the entire translation matrix, Tα, and apply the SVD to it. Given the block nature of the translation
matrix, Eq. (10), it may be possible to apply incremental SVD methods such as [28, 29] to accomplish
compression on the fly. In such a scheme, the block translation matrix for one or more scatterers
that make up block columns of the full translation matrix would be added to a continually updating
truncated SVD. This would allow larger problems to be compressed without storing or operating on the
full translation matrix. Exploring this modification is a topic for future work.

5.3. Static Geometries

A variation of the compression scheme can be derived for problems that have the same geometry but
different object properties. The T-matrices can be different, but the coordinate frame centers and
number of expansion coefficients of each object are the same. A practical example is a parametric
sweep over the dielectric constants of a static collection of spheres. Only the full translation matrix
is approximated with the SVD, α ≈ UkΣkV

∗
k, while the block T-matrix, T, is free to change. The

solution (18) becomes

B ≈
(
I+TUk

(
Σ−1

k −V∗
kTUk

)−1
V∗

k

)
TA (22)

The singular values and singular vectors of α are computed once and stored then used to form
the compressed system for each new set of objects. The same idea can also be applied to the MoM
system (21).
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Figure 5. (a) Scalar translation matrix between two regions with wave function expansion radius of
1.5λ (L = 11). (b) normalized SVD singular values of the translation matrix for different magnitudes
of translation, rji. Normalized singular values do not depend on the direction of the translation.
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5.4. Compressibility Of Translation Matrices

It is interesting to analyze the compression potential of the translation matrices themselves. This is not
what happens in Eq. (15) where the SVD is applied to the entire system of equations which includes
multiplication by the object T-matrices. However, this analysis may lead to future insights. The
translation matrices contain highly redundant information and can compress to as low as 5% of their
original size while retaining accuracy. The compression depends on the size of the object regions and the
distance between frame centers. Recall that the number of harmonics needed for translation increases
when the size of the objects or expansion regions increases. Figure 5 shows the normalized singular
values of αji for scalar waves for different translation distances for a square translation matrix between
two regions that have a radius 1.5λ requiring L = 11 and 144 total harmonics. The singular values only
depend on the magnitude of the translation, not the direction. This is because the translation matrix is
diagonalizable by two rotation matrices that left and right multiply an axial translation matrix. Axial
translation only depends on magnitude distance while rotation matrices are unitary, so do not affect
the norm of the final matrix. Future T-matrix compression algorithms might take advantage of these
observations.

6. CONCLUSIONS

In this work, we derived and tested the Compressed T-matrix Algorithm. The algorithm is based
on the SVD and Woodbury identity that were used to compress the T-matrix scattering solution over
multiple objects and incident fields. Compression rates as good as 35% were demonstrated over different
collections of dielectric spheres with multiple right hand side incident field coefficient vectors. The main
drawback of the CTMA is that the SVD must be applied to the entire translation matrix. Future work
will investigate incremental SVD algorithms to accomplish the compression on the fly.
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