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Estimation of Thickness and Dielectric Characteristics of Sea Ice
from Near-Field EM Measurements Using Deep Learning
for Large Scale Polar Ice Probing

Mohammad S. Islam!> *, Sadman Shafi', and Mohammad Ariful Haque?

Abstract—The near and far field EM responses over layered media have long been exploited in
diversified applications such as remote sensing, monitoring, and communication. In this work, we
utilize the near field dependence of the EM fields of a three layered structure resembling air-sea ice-sea
water to estimate the thickness and dispersion characteristics of sea ice using deep learning technique.
We explore two key methods of field measurement termed as the fixed and scaled sweep methods. In the
fixed radial sweep method, the receiver distance and height from the source are kept constant, and in the
scaled sweep method both the receiver distance and height are set as a scaled function of the operating
wavelength. A synthetic training dataset has been generated (using analytical computation and FEM
simulation) in the low MHz band, which is used to train a deep learning model. The model is tested
on different test datasets with frequencies inside, below and above the training limits. Even though
the fixed sweep method is simpler to implement, the scaled sweep appears to perform better across the
wide range of test frequency, both in and outside the training range. When the test frequency is inside
the training range, the percentage errors for thickness, dielectric constant, and loss tangent were found
to be < 2%, < 10%, and < 5%, respectively, for the fixed radial sweep, whereas for the scaled sweep
the percentage error is < 1% for all three measurement parameters. When the test frequency deviates
further from the training range, the percentage error gradually increases. Later, we investigate the
problem of determining sea ice thickness assuming a priori knowledge of sea ice dielectric parameters,
and results show that the model estimates the thickness of the sea ice bulk with error as low as 0.1%.

1. INTRODUCTION

The effect of electromagnetic fields in the presence of layered dielectric systems has been of interest for
many years, with a diversified domain of applications. The applications range from determining the
dimensions (size, thickness) of various geophysical [1-6] and biological systems [7-9], identification of the
location and shape of buried objects [10-12], to the effect of layered dielectrics to tamper electromagnetic
field response over various radiating systems such as different types of antennas [13-18]. In the
analytical treatment of the electromagnetic field response, these layered systems are often represented as
planar inhomogeneous dielectric structures. These dielectric layers, as a whole, are termed differently
depending on the application. For example, when the dielectric system resembles a geophysical or
biological system, the layers are often termed as ‘subsurfaces’, and the application generally involves
measuring the thickness of each subsurface and detecting the presence of inhomogeneity within these
subsurfaces [1,2,6,11]. On the other hand, when the layered dielectric system is used to manipulate
electromagnetic fields for radiation enhancement (such as gain enhancement of antennas), the layers are
termed as ‘substrates’ [17-19]. However, more often than not, these terms can be used interchangeably.
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Particular attention has been given for specific dielectric systems where the number of layers is
three, as numerous geophysical, environmental, and antenna systems are often modelled as simplified
planar three layered media [1-6, 8, 20, 21]. For geophysical probing applications, the upper media is often
air. The middle layer (which is the subsurface) is a lossy dielectric whose thickness and inhomogeneity
measurement is often the main interest. The bottom layer is a semi-infinite halfspace, which terminates
the three layered systems. Electromagnetic fields are used to probe the subsurface in many ways.
One old and widely used method is called “Radio interferometry” [1,2], where a radiating source is
placed on the upper air-subsurface interface and operated at a wavelength smaller than the dimensions
(thickness) of the subsurface. From the reflected field response and the relative location of the peaks
and troughs, one can estimate the subsurface properties. The sharpness of these extremes also yields
crucial information on the subsurface dielectric loss, and in general, the more the dielectric loss is, the
damper the peaks and troughs become [2]. Another type of subsurface probing method involves the
use of electromagnetic pulses using various forms of Radars where the time delay and magnitude of the
reflected pulses provide necessary information on the subsurface or any further anomalies buried under
it [10-12]. For these applications, the operating wavelength is also a few orders less than the subsurface
dimensions, so that the reflected pulses can travel multiple wavelength distance before reaching the
receiver.

From the analytical treatment of the radio interferometry [2], it is found that this method is not
suitable for determining the properties of subsurface when its thickness is very small compared to the
wavelength, and when the loss is several orders higher. For this case, interference patterns diminish
very quickly. For such types of dielectric configurations, the authors [20] proposed an idea of “near
field interferometry” using ideal dipole antennas, where an analytical study of near field magnetic fields
shows clear monotonic dependence with both thickness and dielectric properties of the subsurface, whose
thickness is in the subwavelength regime. The study was progressed further in [22], where the analytical
results were verified using a finite element model, with the additional exploration of the electric field
dependencies. It was shown that electric fields showed a stronger and more nonlinear dependence on
thickness, and showed distinctive maxima when the field values are measured very close to the top
interface. The study also showed that the positions of those extremes were directly related to the
thickness and the dielectric constant of the subsurface.

The inverse relation between the subsurface parameters (dimension and dielectric properties) and
measured EM field data is very complicated, and no approximate or closed form solution is attainable. So
instead of defining an inverse function, radio interferometry tries to estimate the subsurface parameters
from the interference patterns and field magnitudes. This estimation is not simultaneous, and one
needs to have a priori knowledge of the subsurface dielectric properties to estimate the thickness and
vice versa [2]. On the other hand, if it were possible to formulate an exact mathematical relation
between the field values with the dimension and dielectric properties of the subsurface, a simultaneous
estimation of these two parameters might be a possibility. To solve similar geophysical inverse scattering
problems, where closed form inverse relation between the scatterer properties and measured variables is
very hard or impossible to obtain, the use of deep neural networks (DNN) [23,24] has recently gained
a lot of attention and has become a trend in several works [25-29]. [29] tried to estimate all of the
subsurface parameters from the near field data using deep learning over different planar three layered
structures. The work demonstrated that a simultaneous estimation is indeed theoretically possible
for more than one layer of subsurface using simplified deep learning regression models. Though the
estimation performance degraded with more layers and with the addition of different levels of noise, the
introduction of deep learning for the particular inverse problem also appears quite promising.

Among different three layered systems, the most abundant in nature are systems where the bottom
layer (ground) is composed of a highly reflective material [1,3,20,22]. For such layered systems it
has been shown that in the subwavelength dimensions, the resolution of EM fields with subsurface
parameters is very significant compared to other three layered dielectric systems; therefore, it offers
a better inverse estimation performance [29]. This observation motivated us to apply near field EM
measurement method to characterize sea ice bulks floating over very lossy sea water [30]. In comparison
with the linear subsurface materials in [29], sea ice has a more lossy and nonlinear dispersion [31-33],
relation [4, 6,31, 34], which is primarily attributed to the presence of saline brine packets trapped inside
the sea ice bulk. Hence, the characterization of sea ice can be more challenging in comparison to
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subsurfaces with a more linear dispersion relation.

In the literature, there exist methods which can measure sea ice dielectric properties from collected
sample ice data [31-35] and thickness [36-43] independently with or without electromagnetic waves.
Among these methods, EM sounding [43] is a well-known technique for measuring sea ice thickness,
which uses a transmitter and a receiver coil. The transmitter-sea water interaction induces a secondary
field in the receiver coil, and it exploits the theoretical relationship between the received field strength
and sea-ice thickness. The relationship is expressed as a complex integral representation with a Bessel
function of the first kind of order zero, which can be solved numerically to estimate the thickness for
given conductivities of the ice and water.

In our work, we present a novel method of simultaneous estimation of both sea ice thickness
and dielectric properties using DNNs, which could open up a completely new paradigm in large scale
monitoring of polar marine environment. Unlike the traditional probing using high frequency EM waves
and pulses, we propose a low frequency measurement technique to overcome the dimension constraints
for large, lossy media. The DNN is trained on near field data with a defined range of low frequencies so
that the thickness of sea ice falls in the subwavelength dimensions. In addition to characterizing sea ice
from low frequency measurements, we also explore the frequency mismatch between the training and
test data. In other words, we want to determine the possibility of characterizing sea ice parameters
even when the range of frequencies at inference time is different from those in the training dataset. If
this is a plausible case, we can actually train a deep learning model with a limited training dataset and
use this model to characterize sea ice over a wide range of experimental frequencies. We will present
the results in a later section and show that the idea is feasible if we define the measurement method in
a wavelength scaled way.

We divide the rest of the paper into three sections. In Section 2, we present the air-sea ice-sea
water system and discuss the physics behind the feasibility of estimating sea ice thickness and dielectric
properties. In Section 3, we provide two measurement schemes termed as fixed and scaled radial sweep
methods to obtain the field dataset. We also describe the deep learning model which learns the thickness
and inherent dispersion relation of sea ice from the field measurements. In Section 4 we present the
performance of the deep learning model to characterize sea ice, with a qualitative comparison between
the two measurement schemes, and discuss some possible limitations and scope for improvement of the
near field measurement method. Finally, the results and our findings are summarized in Section 5.

2. THREE LAYERED AIR-SEA ICE-SEA WATER MEDIA

In this section, we present a mathematical and physical interpretation of the EM field response of an air-
sea ice-seawater environment [43] and describe how the field responses are related to the characterization
parameters. As shown in Fig. 1, we consider a Hertzian electric dipole as the source of EM radiation.
We label air, sea ice, and seawater as layers 0, 1, and 2, respectively. Each layer has a complex dielectric
constant of €. ,,, which consists of a real polarization component ¢,, and an imaginary loss component
tan d,, through the following relation:

€c,m = €m(1 + itand,,), where m =0,1,2

where i = v/—1. The EM fields depend on the “generalized plane wave reflection coefficient” [20] of
the three layered system, which in turn is a function of the thickness and dielectric properties of the
subsurface (i.e., sea ice). The expression of the total reflection coefficient for the three layered system
is [44]

7 Ro,1 + Ry e?F=1d (1)

0,1 = = ;
14 Ro1Rype?k=1d

Here, the tilde superscript over the reflection coefficient denotes the total generalized reflection, which
considers the reflection from all the layers below. The reflection coefficients without tilde superscript
indicate the “Fresnel reflection coefficient” between the two successive layers [45]. The propagation
constant in each media is k,,, and its component along the direction of stratification is k. ,,, for
m = 1,2. The component tangential to the surface boundaries is k¢, and d is the thickness of subsurface
(sea ice). Dipole sources excite spherical waves, which can be decomposed into a tangential cylindrical
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Figure 1. Schematic diagram of the three layered air-sea ice-seawater environment, with stratification
along the negative z axis. The air and the sea water layers are semi infinite, and the sea ice layer has
a finite thickness d. A Hertzian dipole source is placed on the top of the air-sea ice interface, with the
endfire direction defined as the direction of the dipole axis (z axis), and the broadside direction defined
as the direction orthogonal to the dipole axis (y axis).

wave component [46] and a planewave component along the direction of the stratification. Therefore,
ki =k, [44], and k,,, = 4/ k:g + k2 .- Throughout the paper, we have chosen an e~ time dependence,

and therefore for choosing the appropriate square roots in all the following equations, we have taken
the value which has positive real and imaginary components to satisfy the radiation condition. For the
source medium (air or medium 0), we omit the m subscripts from the propagation components to avoid
congestion in the field expressions. That is, in the source region, the propagation constant and the
component along stratification are k£ and k., respectively.

2.1. Physics behind the Concept of Simultaneous Estimation of Thickness and Dielectric
Properties of Sea Ice

We manipulate the expression of the reflection coefficient presented in (1) to understand the motivation
behind our proposed concept of thickness and dielectric estimation of the subsurface (sea ice). First, we
represent the term 2ik, 1d in (1) in the angular representation [44]. Assuming |e. 1| > 1, we can write:

47 47
2ikz,ld = 2id\/ k% - k% = 7;Zd €c,1 — sin2 0 ~ 7;\Zd, [€c1 = g( /ec,ld)

where 0 = arctanl;—’z’ is the angle of incidence, which can be either real or complex. The reflection
coefficient R can be either TE or TM mode. However, irrespective of the mode, since the ground (sea

water) is highly conductive, the bottom layer will always have reflection coefficient Ry 2 ~ Rj 2 ~ +1 =
e [47]. Now, for TM case, the expression of the Fresnel reflection coefficient between media 0 and 1

(air and sea ice) is [44]:
L k € 1\/eofsin2¢97€m/e 1 —sin? 6
€c, 1Rz — €0Rz1 76 )
Ec,lkz + EOkz,l €1 /60 _ Sin2 0+ €0 /66,1 o sin2 ]

€c,1Co80 — \/€c1 — sin? 0
= = fi(V/ee1) (2)
€c,1co80 + (/€c1 — sin® 6

1
RO,l -
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and for TE waves [44]:

.2
) ks — poks 1 cost) — \/€.1 —sin“ 0

Roq = \/7
pik, + :U'Okz,l cosf + m

Thus, we can rewrite (1) as follows:

= fa(V/ee1) (3)

o filyeeD) 4 o9l EeTd)in
1+ fi(\/er)edWeid=m

0,1

with j = 1,2 representing TM and TE reflection coefficients, respectively. From (4), it is evident that
both TM and TE reflection coefficients are functions of medium thickness and the dielectric property.
Comparing (2) and (3) with (4), we also find that the TM reflection is a strong function of both e,
and d, and TE reflection is a weaker function of €.; but a strong function of d. Now, the idea behind
the simultaneous estimation of thickness and dielectric constant of sea ice is that we excite a source
which has both TM (a strong function of €.; and d) and TE (a strong function of d) components.
A combined knowledge of both field components would enable the separation of the two constituent
parameters through a convenient regression of arbitrary complexity. The choice of using a horizontal
source dipole therefore is the perfect choice as it excites both field modes.

Even though the mathematical reasoning is plausible, there are some difficulties in simultaneously
estimating the thickness and dielectric properties. Since the dielectric constant and thickness appear
as a product term (,/€.1d) in (4), an error in measuring thickness should contribute to the erroneous
estimation of dielectric constant to a certain degree, and vice versa. Furthermore, the complex and
nonlinear nature of €. with frequency makes the task of estimating the parameter more challenging.

We have chosen the frequency of operation in the MHz range as sea ice works as a partially
transparent medium at this frequency range. The feasibility of the whole method depends on the
fact that the air-sea ice interface will produce a partial reflection, and the sea ice-seawater interface will
produce a total reflection; the combination of them will suppress the source field and provide information
on the medium characteristics. The choice of the MHz frequency is convenient for two reasons.

(4)

e For lower frequencies, sea ice bulks have a very large dielectric constant [31,32,35], which results
in almost total reflection from the top interface, and very few waves will leak through the bulk,
which will result in a very low resolution in measurement performance.

e As sea ice bulk has a moderately high dielectric loss, a higher frequency would mean a larger
propagation loss. Hence, the penetrating waves will attenuate very quickly inside the sea ice bulk
before reflecting back to the receiver, and therefore there would be no information of the depth of
sea ice.

Before getting into the methodology section, we provide a physical interpretation to estimate the
variation of field magnitudes with changing thickness and dielectric constant of the sea ice. Since the
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Figure 2. Physical interpretation of the variation of field magnitudes with changing thickness and
dielectric constant of the lossy subsurface (i.e., sea ice) using ray optics diagram [44].
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bottom seawater layer is highly conductive, it will reflect almost all the waves from the sea ice-seawater
interface (ray 1) as shown in Fig. 2. Another wave reflection will come from the air-sea ice interference
(ray 2). With respect to the source, both of these reflected waves are in opposite phase and will always
try to cancel the source ray for subwavelength thickness. Hence, the magnitude of the total fields will
be lower. The more opposite in the phase the combined rays 1 and 2 are with respect to the source, the
lower the total field response will be.

2.2. Relation with d

When the thickness is low, ray 1 will travel less path from the bottom interface to the receiver point;
therefore at the receiver, ray 1 will be more “out of phase” to the source, which will suppress the source
field more, and the total field will be lower. When the thickness is large, ray 1 will travel a longer
path and therefore will be less “out of phase” compared to the source. In addition, the propagation
inside a lossy sea ice bulk will degrade the magnitude of the reflected waves to some extent. This will
result in a much weaker reflected wave opposing the phase of the source, and the cancellation will be
smaller. So the total field response will be larger at large thickness values of sea ice and smaller for
small thickness values of sea ice. As shown in Fig. 3(a), this effect is more pronounced with the TE
waves, which strongly depend on the thickness.

2.3. Relation with ¢; and tand;

The larger the value of ¢; is, the larger the reflection will be from the top interface (ray 2), and the
more the reflected waves will cancel out the source. So the total field response will be lower. In the
same token, the lower the value of ¢; is, the lower the reflection is from the top interface, and the larger
the response of the field values is. Addition of the medium loss will contribute not just to the reflection
magnitude, but also to the phase of the top surface of the reflection coefficient, which will affect the
reflection characteristics. In general, the higher the magnitude of tand; is, the more the reflection is
from the top surface, and the lower the total field will be. The phenomenon is more prominent in the
TM reflections, which is a strong function of both the thickness and the dielectric properties of the sea
ice bulk (see Fig. 3(b)).
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Figure 3. Variation of TE and TM mode fields with radial distance of the receiver from the source
for different thickness and dielectric constants of the subsurface. The solid lines are for ¢; = 9, and the
dotted lines are for €; = 16. Fig. 3(a) shows strong dependency of H, on thickness and Fig. 3(b) shows
strong dependency of E, on both thickness and dielectric constant.
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3. METHODOLOGY

In this section, we will discuss the method by which the thickness and dielectric properties of sea ice
can be estimated from the dipole radiated field values. As stated earlier, we will consider the air-sea
ice-seawater system as a planar, three layered stratified system, and the frequency will be in the MHz
range. We choose to solve the inverse problem of estimating the thickness and dielectric properties
using a deep learning model, which needs sufficient data to train and later to test the performance of
the model. The training data is generated using both an analytical method and a finite element (FEM)
simulation. We use analytical data to describe the feasibility of solving such an inverse problem from
a theoretical perspective. In addition, due to the ease of computation, we are also able to generate an
enormous amount of data using analytical method, so that the model will always be very well trained,
and the results would be clearly interpreted and understood. On the other hand, FEM simulation data
is more representative of practically acquired data, which should be much less in quantity. The FEM
simulation environment is generated using COMSOL Multiphysics [48], a physics simulation software.
Due to the relatively large computation time, the amount of generated data is much less than those in
the analytical methods, and therefore the model is likely to be overfitted on the training data. For the
FEM modeling, we choose the meshing to be relatively coarse, just enough so as the integrity of the
data is maintained, therefore ensuring a faster computation as a tradeoff and generating a reasonable
amount of data.

We describe the method of solving the inverse problem of sea ice thickness in three steps. First,
we will define the three layered air-sea ice-sea water environment, then we will generate field data for
training and testing over a band of frequencies, and finally, we will use the dataset to train a deep
learning network capable of solving the inverse problem of simultaneous estimation of the thickness and
dispersion relations of sea ice.

3.1. Modelling of the Three Layered System

The top layer (air) is the simplest to model, with a fixed dielectric constant of ¢y = 1, and loss tangent
tandy = 0. For modeling the sea ice bulk, we have used the dispersion curves presented in [33]. The
dispersion of sea ice is a direct function of temperature, frequency, and salinity of the ice sample.
Due to the exponential and monotonic dispersion relation in the low MHz ranges, we have used linear
interpolation to estimate the dielectric constants at different temperature and salinity values.

The dielectric modeling of seawater is available in [30,49], where the dispersion of the sea water
sample is fitted into a Debye model as follows:

€s — €inf 10s

(5)

€c2 = €Eipf + ;
T Y iwr, | weo

Here,
€ref = 87.134 —1.949 x 10717 — 1.276 x 1072T% 4 2.491 x 10~*7T?
Oref = S(0.182521 — 1.46192 x 10735 4 2.09324 x 107°5% — 1.28205 x 10775?)
Trep = 1768 x 1071 — 6.086 x 1077 + 1.104 x 107172 —8.111 x 10~ 77?
a = 14+1.613x107°ST — 3.656 x 10735 + 3.210 x 107°5% — 4.232 x 107753
= €peflx
25— T
= 2.033 x 1072 +1.266 x 107%A +2.464 x 107 °A2
—5(1.849 x 1075 — 2.551 x 1077TA + 2.551 x 1072A?)
0s = Opef exp(—AP)

w PO
I

v =1+2282x1075ST — 7.638 x 10745 — 7.760 x 107652 +1.105 x 107853
Ts = Tref?
Cinf = 4.9
where T is the temperature in °C, and S is the salinity in ppt (parts per thousand).



80 Islam, Shafi, and Ariful Haque

3.2. Description of the Environment and Dataset

For the hypothetical three layered air-sea ice-sea water system, we assume a horizontal electric dipole
as the excitation source. The source is placed on the sea ice surface. To measure field components, we
choose the z component of the decoupled E and H fields as the necessary TM and TE field data. E, will
be measured along the endfire direction, and H, will be measured along the broadside direction [19].
The expressions of the two fields are given below [44]:

o o0 Il - A
TM . 2 _ pl ikyz (1)

B = /_OOZSTFWEO {k" (1 ROJ) e Hy (kpp) cos ¢} dk, (6)
i - ) Il kz D ikyz 1 .

HZTE — /_00287 [/fz (1 + R(%J) etk= Hf ) (k‘pp) sm¢] dk, (7)

Here, p is the radial distance from the source to the receiver, and ¢ is the azimuth angle which defines
the radiation direction (¢ = 0 is the endfire direction, and ¢ = 7 is the broadside direction). I and [ are
the driving current and arm length of the dipole, respectively, and w = 27 f is the frequency of operation.
k, is the tangential component of the dipole radiation, k., = k. o the propagation component along the
direction of stratification, and z the height of the receiver. We refer to [20,44] for the description of
each term and will not elaborate in this article.

The dataset consists of “train features” and “target values”. The train features include the electric
and magnetic field values at defined receiver distance from the source, and the target values are the
concerned thickness and dielectric properties of the sea ice bulk. There are also some “complimentary
features” such as the temperature and salinities of the sea ice and sea water media, which are required
to generate the dielectric properties of the three layered systems but not used to train the deep learning
models. The arrangement of the dataset in tabular form is presented in Fig. 4.

The training features are generated over a range of frequencies as shown in Table 1 so that the
model can learn the frequency dependent dielectric and loss tangent properties. Furthermore, it allows
us to check the performance of the model when the test frequency is inside and outside the training
frequency bands; therefore, we can evaluate the frequency adaptation of the trained model. If the
performance of the model is acceptable outside the training bands, we can use a narrow band training
data and apply the model over a wide range of frequencies. On the other hand, if the test features work
only inside the training range, we need to train a larger model using a wide band training data.

Table 1. Ranges of each parameter to generate different air-sea ice-sea water environments. [a,b] is a
close interval ranging from a to b.

Ranges of data for field generation Analytical?xed FEM Analyticslcaled FEM
Frequency (MHz) (2, 5] 2, 5] (2, 5] (2, 5]
Temperature of sea ice (°C) [—35, —10] | [-35, —15] | [-35, —10] | [—35, —15]
Temperature of sea water (°C) 2, 8] 2, 5] 2, 8] (2, 5]
Salinity of sea ice (ppm) [2.2,5.16] | [2.2,5.16] | [2.2,5.16] | [2.2, 5.16]
Salinity of sea water (ppm) [6.4,25.2] | [6.4,25.2] | [6.4,25.2] | [6.4, 25.2]
Thickness of sea ice (d) (m) [0.5, 7] [0.5, 7] - -
d/ )\ of sea ice - - [0.05, 0.1] | [0.05, 0.1]
Receiver height (z) (m) 2 2 - -
z/ A height - - 0.05 0.05
Receiver distance from the source (p) (m) (3, 15] (3, 15] - -
p/ A distance from the source - - [0.01, 0.05] | [0.01, 0.05]
Number of measurement data point 122 42 68 22
Number of data samples 142740 2688 315120 8568
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Figure 4. Attributes of the data samples used to solve the inverse problem. The left arrows point to
the training features, and the right arrows point to the target values. The solid arrows represent the
attributes used to estimate both dispersion and thickness of sea ice. The dotted arrows correspond to
attributes when estimating thickness of sea ice only. The four double arrows pointed to the left denote
the complimentary features, which are neither used for training nor as targets. The wavelength is used
as an additional training feature for the fixed radial sweep method. N is the number of data along the
measurement direction for the choice of radial sweep.
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First, to generate the data, we needed to determine the height of the receiver and the spatial range
across which the receiver dipole will be moved to capture the field data. We followed two approaches:

e In the first method, the height of the receiver and the spatial range of measurement with respect
to the source dipole remain constant. We term this method of measurement as “Fixed radial
sweep” of the receiver. The thickness of the sea ice layer is assumed to be within 1 m to 6 m, which
is the typical thickness of the ice samples in the polar region [43]. We have chosen the receiver
height to be 2m, and the sweep distance of the receiver is set from 3m to 15m. Both of them are
empirical choices. We have also chosen the wavelength (A) of the excitation source as one of the
training features for fixed radial sweep, as adding wavelength as an additional feature improves the
performance of the deep learning network.

e In the second approach, measurement distance and receiver height were scaled with respect to the
wavelength. We term the method of measurement as “Scaled radial sweep” of the receiver. The
receiver distance from the source was varied from 0.01\ to 0.05)\, and the height was fixed at 0.05
for each operating frequency. For the scaled radial sweep method, the wavelength is removed from
the training features; as all the parameters are scaled with respect to wavelength, and the structures
are frequency independent, the wavelength would add no additional information. We also note that
removing wavelength from the training features slightly improves the performance of the training
model.

When we try to measure the thickness and dispersion curves beyond the training frequency range,
we expect that the scaled radial sweep method would perform better than the fixed sweep method.
Because the former method enables us to get an approximately wavelength-independent representation
of the field values, where the receiver distance, height, and measured thickness are scaled to the
wavelength, and the only frequency-dependent variant is the dispersion relation embedded in the
reflection coefficients (the derivation is provided in Appendix A). The concept is further explained
in Fig. 5, where the training frequency range and extrapolated test frequency ranges are specified on
the dispersion curves obtained from experimental data. The curves are somewhat exponential and
monotonically decreasing in all the three specified ranges, and therefore, the model trained on the
middle range should be able to extrapolate the prediction outside the training frequency boundary.
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Figure 5. Extrapolation of the dispersion curves of sea ice outside the training bounds: (a)
extrapolation of dielectric constant, (b) extrapolation of the loss tangent. The dispersion curves are
taken directly from [33].
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3.3. Description of the Deep Learning Model

As for the deep learning model, we have chosen a simple three layered multilayer perceptron (MLP) for
mapping the input features into target values. For the fixed radial sweep, the input layer consists of the
wavelength and the magnitude of the field values. For the scaled radial sweep, only the field magnitudes
are used in the input layer. The field data are normalized using standard Z-score normalization. When
we try to estimate both the thickness and the dielectric properties, the output layer includes €7, tan dq,
and d. When we examine the performance of the model to estimate the thickness only, ¢; and tan §;
are used as input features, and only d is used as output value.

The structure of the deep learning network is shown in Fig. 6. The intermediate layers are a series
of three fully connected layers, with 512, 1024, and 2048 nodes respectively at each layer. Each layer is
nonlinearized using the ReLu activation. The final layer, or the output layer, has no activation function
as the outputs are regressive.

n_features 512 1024 2048 n_targets
. . . . O Measurement| Estimation | n_features | n_targets
. . . . Q Method parameters
Fixed radial €1 .d 1+2m 3
: > : > : > : > 8 sweep : 1d 3+4+2m 1
. . . . O Scaled radial €1 -d 2p 3
o . . . Q sweep d 2+2p 1
(a) (b)

Figure 6. (a) Architecture of the deep learning model for solving the inverse problem. (b) The number
of input features and output values for different measurement methods and estimation parameters.
Here, m is the number of electric/magnetic field measurement points for fixed radial sweep and p is the
number of electric/magnetic field measurement points for scaled radial sweep.

Since the inverse problem of solving the thickness and the dielectric constants from the field data
is a regression problem, we use mean squared error (MSE) as the main loss function to update the
parameters of the model. As for the optimizer, Adam optimizer has been defined, with an initial
learning rate of 0.001. The training data are divided into an 8 : 2 train to validation set, and the batch
size is set to 16. In order to tackle overfitting, the learning rate is reduced at each plateau, and the
epoch count stopped after sufficient epoch count failed to improve the validation loss.

4. RESULTS

In this section, we present the performance of the deep learning network to solve the inverse problem
of estimating the thickness and dielectric properties of sea ice on different test datasets. For the
performance evaluation, we have defined the mean absolute percentage error (MAPE) as the evaluation
metric, which is defined as follows:

1
MAPE = ¥ Z

n

actual_value(n) — predicted_value(n) « 100%
0

actual_value(n)

where N = > n.

We first observe that the model learns very well with the analytical dataset. Figs. 7(a) and 7(b)
show the training and validation loss curves for this dataset. We see that the validation loss is quite
low for both fixed and scaled radial sweeps, and there is no sign of overfitting. To the contrary, training
with the FEM dataset results in higher validation loss, as can be seen in Figs. 7(a) and 7(d). There is
some overfitting to the training dataset due to the small number of FEM data.
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Figure 7. Training and validation loss curves of the deep learning model for different methods of
training. (a) Fixed radial sweep with analytical data, (b) scaled radial sweep with analytical data, (c)
fixed radial sweep using FEM model, (d) scaled radial sweep using FEM model.

4.1. Simultaneous Characterization of Sea Ice

Now we present the performance of our model for simultaneous characterization of sea ice using fixed
and scaled radial sweep methods. We also show whether a set of training data with a defined frequency
band can be used to interpolate at different measurement frequencies.

4.1.1. Fized Radial Sweep

Figure 8(a) describes the efficacy of the model to solve the inverse problem for fixed radial sweep
measurements. From the analytical test sets, we can see that when the test dataset’s frequency is in the
frequency range of the training set, the percentage error of €; is always less than 2%, the tan d; error
less than 10%, and the thickness error less than 5%. This suggests that the simultaneous estimation
of all three parameters is indeed possible with a high degree of accuracy. However, for this method,
if the measurement frequency is even slightly outside the training range, performance of the model
degrades very rapidly. The error on d deteriorates the fastest, while errors on €; and tand; degrade
more gradually. Therefore, it can be said that the fixed radial sweep measurement is not capable of
frequency domain adaptation, but a very viable method to solve the inverse problem provided the
measurement data is within the training range.
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Figure 8. Estimation error (MAPE) of €1, tand; and d for the test dataset at different measurement
frequencies: (a) fixed radial sweep, (b) scaled radial sweep.

4.1.2. Scaled Radial Sweep

Figure 8(b) shows the performance of the model when we take the scaled approach to solve the problem.
We notice that when the measurement frequency is inside the training limits, €1, tand; and d errors
for analytical dataset are less than 1%, which is a significant improvement compared to the fixed radial
sweep. The performance degradation for test frequencies outside the training limits is also gradual, and
even for frequencies as high and low by a factor of 5, we see that the estimation error is less than 10%
for €; and tan d;, and less than 20% for d.

Though the scaled radial sweep performs better than the fixed radial sweep, the gradual increase
of error indicates that the model is not capable of completely learning the dispersion relations of the
sea ice and sea water models outside the training limits. The intertwined relation between the thickness
and the dielectric properties as mentioned in Section 2 may cause an estimation error.

On the contrary, the fixed radial sweep fails even when the test frequency is slightly outside the
training frequency range. This is because if we keep the receiver height fixed, then it would imply
different § ratios for each frequency of measurement. This results in completely different patterns of
field magnitudes which is difficult to learn by the model.

Comparing the analytical results with the FEM estimations, we do see some degradation of quality
for the latter. Specially, for the scaled sweep method, the improvement in performance is not so obvious.
This can be attributed to the fact that the FEM model could not generate data identical to the analytical
data, as well as the insufficient amount of FEM data used for the training, which resulted in a quick
overfitting of the model.

4.2. Estimation of Sea Ice Thickness

Finally, we have chosen to test the performance of our deep neural network in determining the thickness
only, assuming €; and tan d; are known a priori. In this case, the €; and tan §; values are passed to the
deep learning network as training features, and the thickness d remains the only target to be estimated.
Now the thickness measurement error, as shown in Fig. 9, has improved drastically over all the ranges
of test frequency for both the fixed and variable sweep methods. We can see that the error is close to
0% inside the training frequency range, and it is less than 20% outside the training frequency range.
However, a noticeable error still persists when FEM data are considered.
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Figure 9. Estimation error (MAPE) of determining the sea ice thickness using a priori dielectric
information: (a) fixed radial sweep, (b) scaled radial sweep.

5. CONCLUSION

In this work, we have examined multiple schemes of thickness and dielectric estimation of sea ice over
seawater. Deep learning models trained on both analytical and FEM data show good measurement
accuracy with low estimation error. For example, when we simultaneously estimate the thickness and
dielectric parameters, the error is < 1%. The error goes down as low as 0.1%, when we estimate
thickness utilizing the priori knowledge of the dielectric parameters. For practical use case and the
most accurate evaluation of this method, extensive physical measurements and data acquisition will be
necessary. While we believe that a thorough demonstration and the feasibility has been presented, there
is also significant scope for improvements. Instead of using the “analytically efficient” dipole antennas,
there is definite possibility of developing more complex antenna systems, which would radiate more
along the stratification layers and capture stronger field responses. The one-dimensionality of the radial
sweep does poses a strict practical limitation that the receiver height to wavelength ratio must always
be nearly constant, and this practical aspect of the problem could/may be circumvented using more
elaborated 2D and 3D mapping over multiple receiver location. Overall, this work provides a baseline
methodology to simultaneously estimate the thickness and dispersion characteristics of sea ice, and the
performance of the proposed method is already very encouraging. Branching out further research and
undertaking steps for practical experiments would improve this baseline, which is a part of further work.
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APPENDIX A. WAVELENGTH NORMALIZED REPRESENTATION OF THE FIELD
VALUES

Let the receiver distance, height, and thickness of the sea ice be expressed as a constant scaling factors

of wavelength, i.e., p = c1\, 2 = co A and d = c3\. Since the wave propagation constant k = 27“, the
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tangential component k, = 27” sin @, and the component along propagation k, = 27“ cos 6, from Section 2

we can write k,p = 2meysiné, k.z = 2mcpcos @ and g(,/€cid) = 2ik,1d = 4imes, /1. Substituting
these values to Equation (4) we get:

o Jilyen) + ety

0,1 1+fj(\/a)e4i7rc3\/ﬁ:ti7r

with j = 1,2 representing TM or TE reflection. Considering free space (where w = ke, ¢ being the
speed of wave propagation) and modifying (6) we find:

ET™M — Kl/

= RNj(EC’l,C;g) (Al)

o0

27\ 2 ~ :
(;) sin? 6 <1 — Ri(ec, 03)) e?mic2cost .l (97ey sin 6) cos ¢ cos Odf

—00
o0 —_~ .
* 33 (1 — Ri(eca, 03)> e?mic2cos il (97c) sin 0) - sin? 0 cos 0 cos ¢db (A2)
—o0
where K; = 87?;60. Since ¢, c2, and c3 are all constant terms, and the only frequency-dependent

term is E(ec,l, c3), the values of ETM during the radial sweep become weakly dependent on frequency.
Similarly, it can be shown from (7) that the normalized HI¥ is also weakly dependent on the frequency:

o0

1 — A
HIP 2 (1 + Ro(ec1, 63)> e?mic2¢os0 frl(97cy sin §) - sin? 6 cos 0 sin ¢df (A3)
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