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Abstract—A new synthesis method of linear array antenna for wireless power transmission is introduced based on invasive weed algorithm in this paper. In order to improve the beam collection efficiency, the subarray division is carried out in the case of different azimuth angles and different numbers of array elements, respectively. Under the constraints of aperture size and minimum element spacing, the element positions, excitation coefficients, and the element numbers of subarrays are optimized simultaneously. Compared with the optimization results obtained by other literature, it can be found that the proposed method in this paper can obtain a higher beam collection efficiency.

1. INTRODUCTION

Wireless power transmission (WPT) has widespread application in many fields currently [1, 2]. For example, powering unmanned aerial vehicle (UAV) [3] and supplying energy to remote areas. Additionally, space solar power station (SSPS) is also an important application for long-range wireless power transmission [4–8]. Transmitting antenna and receiving antenna are two key components of a WPT system. Transmitting antenna is used to concentrate the radiated power to the receiving antenna while receiving antenna is used to collect microwave power and convert it to direct-current (DC) power [9, 10]. As a power transmission system, its transmission efficiency is vital. Although the total efficiency of a WPT system is influenced by many factors, beam collection efficiency (BCE) appears particularly important.

The meaning of BCE is the ratio of the microwave power captured by the receiving antenna to the total power radiated by the transmitting antenna. Excellent array performance is necessary to satisfy the demands of WPT system, and the system cost should be minimized. Synthesis techniques have been proposed for accomplishing both of these objectives, including stochastic approaches [11–13] and subarray division technique [14–17]. Besides, the maximum BCE and the corresponding excitation coefficients of a linear or planar antenna array can be obtained by solving the maximum generalized eigenvalues and eigenvectors of the matrix [18, 19]. However, the synthesized antenna array is complex and expensive because each array element requires an amplifier. The subarray division of array antennas is to divide the whole antenna array into multiple subarrays. Based on this method, the number of amplifiers required equals the number of subarrays. Therefore, the subarray division technique has a wide range of applications in the design of antenna arrays. In addition, many swarm intelligence optimization algorithms, such as genetic algorithm (GA), particle swarm optimization (PSO), and brainstorming optimization (BSO) [20], are applied to this field. In [20], an improved PSO algorithm was used to optimize planar arrays, and GA and BSO were applied to optimize linear arrays in [21]. Although the results obtained have been improved, the above algorithms have disadvantages such as complex implementation, small search space, and low precision. Invasive weed optimization (IWO) is an emerging swarm intelligence optimization algorithm that was proposed by Mehrabian and Lucas in 2006 [22]. With the larger search space and better robustness than above algorithms, the IWO algorithm
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has been successfully applied in many fields. Additionally, the study proves that sparse arrays are more flexible and less costly than thinned arrays [23–25]. Therefore, the optimization problem of sparse array will also be studied in this paper.

A new synthesis method for linear array under the multiple constraints of element numbers, azimuth angles, aperture size, and minimum element spacing is proposed based on the IWO algorithm in this paper. The outline of this paper is as follows. The mathematical model and synthesis methods are given in Section 2. In Section 3, the numerical analysis and discussion are provided. Finally, the conclusion is drawn in Section 4.

2. MATHEMATICAL MODELS AND SYNTHESIS METHODS

2.1. Optimization Process of Odd Array Elements

2.1.1. Array Structure

The geometry of the nonuniform symmetric linear array when the number of array elements is odd is shown in Fig. 1.

![Linear array structure of odd array elements.](image)

From Fig. 1, it can be found that \(2N + 1\) array elements are arranged in a straight line, and the aperture size is \(2L\). One array element is placed at the coordinate origin, and others are placed symmetrically about the origin of the coordinates, i.e., \(x_0 = 0\), \(x_n = x_{-n}\), \(n = 1, 2, \cdots, N\). The array factor can be expressed as

\[
F(u) = I_0 + 2 \sum_{n=1}^{N} I_n \cos(kx_n u)
\]

(1)

where \(I_n\) and \(x_n\) denote the excitation amplitude and coordinate of the \(n\)th array element, respectively. The wavelength is depicted by \(\lambda\), and the wave number is given by \(k = 2\pi/\lambda\). \(u = \cos \theta\), \(\theta\) is the azimuth angle between transmitting antenna and receiving area, \(0 \leq \theta \leq \pi\). Assuming that the array elements are uniformly excited, i.e., \(I_n = 1\), the far-field power pattern can be expressed as

\[
P(u) = |F(u)|^2 = \left[I_0 + 2 \sum_{n=1}^{N} I_n \cos(kx_n u)\right]^2
\]

(2)

According to the definition of BCE, it can be expressed as

\[
BCE = \frac{P_\psi}{P_\Omega} = \frac{\int_{\psi} P(u) du}{\int_{\Omega} P(u) du}
\]

(3)

where \(P_\psi\) and \(P_\Omega\) denote the power received through azimuth \(\psi\) and the total power emitted in the field of view \(\Omega\), respectively.

If the maximum BCE is obtained only by optimizing element positions, the optimization model can be expressed as

\[
\begin{aligned}
\text{find} & \quad X = (x_1, x_2, \cdots, x_{N-1}) \\
\text{min} & \quad f(X) = -BCE \\
\text{s.t.} & \quad x_i - x_j \geq d_e, \quad 0 \leq j < i \leq N \\
& \quad x_0 = 0, \quad x_N = L
\end{aligned}
\]

(4)
where \( X = (x_1, x_2, \cdots, x_{N-1}) \) denotes the coordinates of the best element positions that maximizes the BCE. The fitness function \( f(X) \) is \(-\text{BCE}\) which is used to convert the optimization problem into a standard minimization problem. In order to reduce the mutual coupling effect between the array elements, the minimum spacing of any two array elements should satisfy a certain constraint. In this paper, \( d_e \) is set to the minimum spacing of the adjacent array elements.

2.1.2. Optimization Method

If the total number of array elements is odd, there are \( N+1 \) array elements randomly distributed in the right half aperture. The coordinates of the first and last array elements are determined as \((0, 0)\) and \((L, 0)\), respectively. Therefore, the element numbers to be optimized are \( N_1 \). If all array elements are uniformly arranged according to the minimum element spacing, the length that can be optimized is given by

\[
SL = L - Nd_e
\]

Then, \( N - 1 \) random numbers that among the range of \([0, SL]\) can be obtained by

\[
s'_i = SL \times z_i, \quad i = 1, 2, \cdots, N - 1
\]

where \( z_i \) is the optimization variable belonging to \([0, 1]\). \( S = [s_1, s_2, \cdots, s_{N-1}]^T \) is a new random vector obtained by arranging \( s'_i \) from smallest to largest, where \( s_1 \leq s_2 \leq \cdots \leq s_{N-1} \). In this case, the final element positions can be calculated by

\[
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{N-1}
\end{bmatrix} = S +
\begin{bmatrix}
d_e \\
2d_e \\
\vdots \\
(N-1)d_e
\end{bmatrix}
= \begin{bmatrix}
s_1 + d_e \\
s_2 + 2d_e \\
\vdots \\
s_{N-1} + (N-1)d_e
\end{bmatrix}
\]

2.2. Optimization Process of Even Array Elements

2.2.1. Array Structure

The geometry of the nonuniform symmetric linear array when the number of array elements is even is shown in Fig. 2.

\[\text{Figure 2. Linear array structure of even array elements.}\]

It can be found that there are \( 2N \) array elements in a straight line, and the aperture size is \( 2L \). The array elements are also symmetrically distributed about the coordinate origin. In this case, the array factor can be rewritten as

\[
F(u) = 2 \sum_{n=1}^{N} I_n \cos(kx_n u)
\]

Accordingly, the far-field power pattern can be rewritten as

\[
P(u) = |F(u)|^2 = \left[ 2 \sum_{n=1}^{N} I_n \cos(kx_n u) \right]^2
\]
Similarly, if the maximum BCE is obtained only by optimizing the element positions, the optimization model in the case of even array elements can be rewritten as

\[
\begin{cases}
\text{find } X = (x_1, x_2, \ldots, x_{N-1}) \\
\min f(X) = -\text{BCE} \\
\text{s.t. } x_i - x_j \geq d_e, \ 0 < j < i \leq N \\
x_N = L
\end{cases}
\]  

(10)

2.2.2. Optimization Method

If the total number of array elements is even, only \(N\) array elements are randomly distributed in the right half aperture. The coordinate of the last array element is determined as \((L, 0)\). Therefore, the element numbers to be optimized are also \(N\). If all array elements are uniformly arranged according to the minimum element spacing, the length that can be optimized is given by

\[
SL = L - (N - 0.5)d_e
\]  

(11)

Then, \(N - 1\) random numbers that in the range of \([0, SL]\) can be obtained by

\[
s'_i = SL \times z_i, i = 1, 2, \cdots, N - 1
\]  

(12)

where \(z_i\) is also the optimization variable belong to \([0, 1]\). \(S = [s_1, s_2, \ldots, s_{N-1}]^T\) is a new random vector obtained by arranging \(s'_i\) from the smallest to largest, where \(s_1 \leq s_2 \leq \cdots \leq s_{N-1}\). In this case, the final element positions can be calculated by

\[
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{N-1}
\end{bmatrix} = S + \begin{bmatrix}
0.5d_e \\
1.5d_e \\
\vdots \\
(N - 1.5)d_e
\end{bmatrix} = \begin{bmatrix}
s_1 + 0.5d_e \\
s_2 + 1.5d_e \\
\vdots \\
s_{N-1} + (N - 1.5)d_e
\end{bmatrix}
\]  

(13)

2.3. Optimization Process for Subarray

2.3.1. Subarray Structure

In order to reduce the design complexity and cost of the system, a new optimization method is proposed in this subsection that is subarray division of linear arrays. The subarray structure is shown in Fig. 3. The array elements at the coordinate origin do not participate in the subarray division. So, the element numbers to be optimized in the half-aperture is always \(N\).

![Figure 3. Subarray structure of the linear array.](image)

It is clear that right half of the linear array is divided into \(Q\) subarrays. The excitation coefficients and the element numbers of subarrays are \(A_q\) and \(k_q\), respectively, \(q = 1, 2, \cdots, Q\). The excitation coefficient of each subarray is different, but the excitation amplitude of array elements is the same in the same subarray. The relationship between the excitation amplitude of each array element and the excitation coefficient of each subarray can be expressed as

\[
I_n = \sum_{q=1}^{Q} \delta_{n,q} A_q, \quad n = 1, 2, \cdots, N
\]  

(14)
where $s_n \in [1, Q]$ is a positive integer that denotes the serial number of the subarray to which the $n$th array element belongs. $\delta_{snq}$ is the Dirac function which can be given by

$$
\delta_{snq} = \begin{cases} 
1, & \text{if } s_n = q \\
0, & \text{else}
\end{cases}
$$

Then, bring Equation (14) into Equations (1) and (8). In the case of odd and even array elements, the array factor can be represented as

$$
F(u) = I_0 + 2 \sum_{q=1}^{Q} A_q \sum_{n=1}^{N} \delta_{snq} \cos(kx_n u) \tag{16}
$$

$$
F(u) = 2 \sum_{q=1}^{Q} A_q \sum_{n=1}^{N} \delta_{snq} \cos(kx_n u) \tag{17}
$$

Accordingly, the far-field power pattern can be represented as

$$
P(u) = |F(u)|^2 = \left[ I_0 + 2 \sum_{q=1}^{Q} A_q \sum_{n=1}^{N} \delta_{snq} \cos(kx_n u) \right]^2 \tag{18}
$$

$$
P(u) = |F(u)|^2 = \left[ 2 \sum_{q=1}^{Q} A_q \sum_{n=1}^{N} \delta_{snq} \cos(kx_n u) \right]^2 \tag{19}
$$

Obviously, the excitation coefficients and the element numbers of subarrays also need to be optimized in the case of subarray division. Therefore, the optimization model can be expressed as

$$
\begin{align*}
\text{find } & X = (x_1, \cdots, x_{N-1}, A_2, \cdots, A_q, k_1, \cdots, k_{Q-1}) \\
\text{min. } & f(X) = -BCE \\
\text{s.t. } & x_i - x_j \geq d_e, \ 0 < j < i \leq N \\
& 0 < A_q \leq 1, \ q = 2, 3, \cdots, Q \\
& K_{min} \leq k_q \leq K_{max}, \ q = 1, 2, \cdots, Q - 1 \\
& k_Q = N - \sum_{q=1}^{Q-1} k_q
\end{align*} \tag{20}
$$

where $X = (x_1, \cdots, x_{N-1}, A_2, \cdots, A_q, k_1, \cdots, k_{Q-1})$ denotes the parameters to be optimized. The minimum and maximum element numbers of subarrays are $K_{min}$ and $K_{max}$, respectively, where $K_{min} \geq 1$ and $K_{max} \leq N - (Q - 1) \times K_{min}$.

2.3.2. Optimization Method

In Equation (20), the first $N - 1$ elements of the vector $X$ are the element positions, which is optimized in the same way as the above two cases.

Then, the following $Q - 1$ elements of the vector $X$ are the excitation coefficients of subarrays. Since the excitation coefficients are random numbers that in the range of $[0, 1]$, it can be expressed as

$$
A_i = 1 \times z_i, \ i = N, N + 1, \cdots, Q + N - 2 \tag{21}
$$

where $z_i$ is still the optimized variable, and $A_i$ is the excitation coefficient of each subarray.

Finally, the last $Q - 1$ elements of the vector $X$ are element numbers of subarrays. Assuming that the element number of each subarray is $K_{min}$, then the remaining element numbers available for optimization can be expressed as

$$
K_s = N - Q \times K_{min} \tag{22}
$$
\( M_s \) is defined as a new vector, and the element in \( M_s \) can be determined by

\[
\begin{align*}
M_s(1) &= 0 \\
M_s(q) &= \text{round}(-0.49 + (K_s + 0.98) \times z_{N+Q+q-3}), \quad q = 2, 3, \cdots, Q
\end{align*}
\]

where \( \text{round} \) denotes the rounding function. A new vector obtained by arranging the elements in \( M_s \) from the smallest to largest, i.e., \( M(1) \leq M(2) \leq \cdots \leq M(Q) \). \( M(q) \in [0, K_s] \) denotes the total element numbers of the previous \( Q-1 \) subarrays after subtracting the minimum elements numbers from each subarray. Its mathematical expression can be expressed as

\[
M(1) = 0 \\
M(q) = \sum_{i=1}^{q-1} (k_i - K_{\text{min}}), \quad q = 2, 3, \cdots, Q
\]

The final element numbers of subarrays can be expressed as

\[
\begin{align*}
k_q &= K_{\text{min}} + [M(q + 1) - M(q)] \\
k_Q &= N - \sum_{q=1}^{Q-1} k_q, \quad q = 1, 2, \cdots, Q - 1
\end{align*}
\]

2.3.3. Optimization Step

The IWO algorithm mimics the evolutionary principles of weeds in nature to select the best individuals. The specific optimization steps to achieve subarray division of linear array by using IWO algorithm are as follows.

**Step 1**: A \((2Q + N - 3) \times P\) matrix \( z \) in the range of \([0, 1]\) is generated as the initial population, and the matrix \( z \) is depicted by \( z = [z_1^1, z_1^2, \cdots, z_1^P] \) and \( z^P = [z_1^P, z_2^P, \cdots, z_{2Q+N-3}^P]^T \). The element of matrix \( z \) is given by \( z_i^p \in [0, 1], i=1, 2, \cdots, 2Q + N - 3, p = 1, 2, \cdots, P \).

**Step 2**: The element positions are calculated by Equations (7) or (13). The excitation coefficients and the element numbers of subarrays are calculated by (21) and (25), respectively.

**Step 3**: The power pattern can be calculated by Equation (16) or (17). The maximum BCE is determined by Equation (3). The fitness function is determined by Equation (20).

**Step 4**: Update the optimization variable \( z^p \) by IWO algorithm.

**Step 5**: Let \( iter = iter + 1 \), if \( iter < iter_{\text{max}} \), return to Step 2. Otherwise, terminate the iteration and output the result.

In order to describe the algorithm more clearly, the optimization process of the used algorithm is given in Fig. 4.

3. NUMERICAL ANALYSIS AND DISCUSSION

In this section, the arithmetic example from [21] is selected for optimal design. In order to verify the effectiveness and feasibility of used algorithm and proposed method, the parameters are all consistent with the simulation arithmetic examples in [21]. All simulations were computed in MATLAB R2019a with a computer configuration of i5-6500 CPU, 8 GB RAM. The parameters of the IWO are shown in Table 1.

**Table 1. The parameters of IWO.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>iter_{max}</th>
<th>P_{MAX}</th>
<th>S_{max}</th>
<th>S_{min}</th>
<th>n</th>
<th>P</th>
<th>\sigma_{max}</th>
<th>\sigma_{min}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>500</td>
<td>30</td>
<td>12</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>0.1</td>
<td>1e-4</td>
</tr>
</tbody>
</table>
3.1. Example 1: The Total Number of Array Elements Is $2N = 10$

In this case, the length of the right half aperture is $L = 2.25\lambda$ (The average element spacing is $0.5\lambda$), and the minimum element spacing is $d_e = 0.4\lambda$. The size of the receiving area $\psi$ is achieved by changing $u_0$. Therefore, the BCE can be defined as

$$BCE = \frac{P_\psi}{P_\Omega} = \frac{\int_0^{u_0} P(u)du}{\int_0^1 P(u)du}$$ (26)

The best results obtained by optimizing the element positions are shown in Table 2. It can be seen that the distances of the adjacent elements all satisfy the constraint of minimum element spacing $(2.25\lambda/0.4\lambda = 5.625)$. The far-field power pattern of the antenna arrays obtained by optimizing the element positions is given by Fig. 5. Because the distribution of the array elements is symmetric, the power pattern also shows a symmetric trend.

Table 3 shows the best element positions when the antenna array is divided into several subarrays. Similarly, the minimum spacing of adjacent array elements satisfies the expected requirements. The element number and excitation coefficient of each subarray are given in Table 4. The maximum BCE and average BCE are given in Table 5. It can be seen that the BCE obtained by IWO in this paper
Figure 5. 2N = 10: The far-field power pattern obtained by optimizing the element positions.

Table 2. 2N = 10: The best position obtained by optimizing the element positions.

<table>
<thead>
<tr>
<th>u</th>
<th>Best position</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>(0.615 1.658 2.927 4.117 5.625)</td>
</tr>
<tr>
<td>0.2</td>
<td>(0.517 1.517 2.613 3.945 5.625)</td>
</tr>
<tr>
<td>0.4</td>
<td>(0.803 2.088 3.232 4.232 5.625)</td>
</tr>
</tbody>
</table>

Table 3. 2N = 10: The best element positions in the case of subarray division.

<table>
<thead>
<tr>
<th>u</th>
<th>Number of subarrays</th>
<th>Best position</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2</td>
<td>(0.621 1.752 3.019 4.078 5.625)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>(0.639 1.903 3.078 4.078 5.625)</td>
</tr>
<tr>
<td>0.2</td>
<td>2</td>
<td>(0.500 1.535 2.615 4.005 5.625)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>(0.500 1.582 2.608 4.013 5.625)</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
<td>(0.621 1.752 3.019 4.149 5.625)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>(0.527 1.865 3.009 4.030 5.625)</td>
</tr>
</tbody>
</table>

is generally improved compared with the result obtained by GA in [21]. Compared with the result obtained by BSO in [21], the maximum BCE obtained by the IWO is slightly higher at $u_0 = 0.1$. When antenna array is divided into several subarrays, it is obvious that the maximum BCE and average BCE increase with the increase of the number of divided subarrays. Compared with the result obtained only by optimizing the element positions, the maximum BCE increases by 0.01%, 2.61%, and 1.46%, respectively, in the case of 2 subarrays. When the linear array is divided into 3 subarrays, the maximum BCE increases by 0.10%, 2.67%, and 1.64%, respectively.

The far-field power patterns with different numbers of subarrays are given in Fig. 6. The convergence curves of the best-fit function under different receiving areas are given in Fig. 7. It is clear that the convergence rate of IWO algorithm is quick, and it converges after about 200 iterations. The average computational time per iteration for optimizing the element position is about 6 s, and the average computational time per iteration for optimizing subarrays is about 8 s.

3.2. Example 2: Receiving Area Size Is $u_0 = 0.2$

In this case, the element numbers are $2N = 10$, $2N + 1 = 15$, $2N = 20$, respectively. Accordingly, the size of right half aperture becomes $L = 2.25\lambda$, $L = 3.5\lambda$, $L = 4.75\lambda$, respectively. Other parameters are
Figure 6. $2N = 10$: The far-field power pattern in different number of subarrays — (a) 2 subarrays, (b) 3 subarrays.

Table 4. $2N = 10$: The best element number and excitation coefficient of each subarray.

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>Number of subarrays</th>
<th>Element number of each subarray</th>
<th>Excitation coefficient of each subarray</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2</td>
<td>2</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>0.920</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.574</td>
</tr>
<tr>
<td>0.2</td>
<td>3</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.924</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.514</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.461</td>
</tr>
<tr>
<td>0.4</td>
<td>3</td>
<td>2</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.136</td>
</tr>
</tbody>
</table>

Table 5. $2N = 10$: Maximum BCE and average BCE.

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE (%)</td>
<td>79.17</td>
<td>79.09</td>
<td>95.80</td>
</tr>
<tr>
<td>Ref. [21], GA</td>
<td>79.19</td>
<td>79.19</td>
<td>95.81</td>
</tr>
<tr>
<td>Ref. [21], BSO</td>
<td>79.20</td>
<td>79.20</td>
<td>95.81</td>
</tr>
<tr>
<td>This paper, IWO</td>
<td>79.21</td>
<td>79.21</td>
<td>98.42</td>
</tr>
<tr>
<td>2 subarrays</td>
<td>79.30</td>
<td>79.30</td>
<td>98.48</td>
</tr>
</tbody>
</table>
Figure 7. $2N = 10$: The best convergence curves in different receiving areas — (a) $u = 0.1$, (b) $u = 0.2$, (c) $u = 0.4$.

Figure 8. $u_0 = 0.2$: The far-field power pattern obtained only by optimizing the element positions.

The same as example 1.

Table 6 shows the best results obtained only by optimizing the element positions. Likewise, the distances of the adjacent elements all satisfy the constraint of minimum spacing. The far-field power pattern obtained only by optimizing the element positions is given in Fig. 8. The same conclusion that the far-field power pattern is also symmetric can be drawn.

The best element positions in the case of subarray division are shown in Table 7. Table 8 gives
Table 6. $u_0 = 0.2$: The best position obtained only by optimizing the element positions.

<table>
<thead>
<tr>
<th>Number of array elements</th>
<th>Best position</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>(0.615 1.658 2.927 4.117 5.625)</td>
</tr>
<tr>
<td>15</td>
<td>(1.000 2.048 3.048 4.230 5.358 6.962 8.750)</td>
</tr>
<tr>
<td>20</td>
<td>(0.746 2.197 3.444 4.646 5.647 6.756 7.756 8.912 10.221 11.875)</td>
</tr>
</tbody>
</table>

Table 7. $u_0 = 0.2$: The best element positions in the case of subarray division.

<table>
<thead>
<tr>
<th>Number of array elements</th>
<th>Number of subarrays</th>
<th>Best position</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>(0.500 1.535 2.615 4.005 5.625)</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>(1.007 2.104 3.230 4.687 6.084 7.084 8.750)</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>(0.574 1.574 2.732 3.785 5.016 6.268 7.814 9.246 10.247 11.875)</td>
</tr>
</tbody>
</table>

Table 8. $u_0 = 0.2$: The best element number and excitation coefficient of each subarray.

<table>
<thead>
<tr>
<th>Number of array elements</th>
<th>Number of subarrays</th>
<th>Element number of each subarray</th>
<th>Excitation coefficient of each subarray</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.574</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.924</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.403</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.604</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.191</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.429</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.512</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.234</td>
<td></td>
</tr>
</tbody>
</table>

the element number and excitation coefficient of each subarray. The maximum BCE and average BCE are given in Table 9. Similarly, the BCE obtained by IWO in this paper is also greater than obtained by GA in [21]. Compared with the results obtained by BSO in [21], the maximum BCE is basically the same, but the average BCE obtained by IWO is higher than BSO at $2N = 20$. It is obvious that the BCE also increases with the increase of the subarray numbers. Compared with the results obtained only by optimizing the element positions, the maximum BCE is improved by 2.61%, 2.77%, and 1.73%, respectively, only when the linear array is divided into 2 subarrays. Also, the maximum BCE increases
by 3.67%, 3.22%, and 2.05%, respectively, in the case of 3 subarrays.

The far-field power pattern and the best-fit function convergence curves are given in Fig. 9 and Fig. 10, respectively. The difference is that the convergence rate of IWO slows down when the element number increases, and it converges completely after about 300 iterations. As the element numbers and optimization parameters increase, the average computational time per iteration for optimizing the element positions and subarrays becomes about 9s and 11s, respectively. Combining the above
Table 9. \( u_0 = 0.2 \): Maximum BCE and average BCE.

<table>
<thead>
<tr>
<th>Number of array elements</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE(%)</td>
<td>Max</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>Ref. [21], GA</td>
<td>95.80</td>
<td>95.62</td>
<td>96.46</td>
</tr>
<tr>
<td>Ref. [21], BSO</td>
<td>95.81</td>
<td>95.81</td>
<td>96.69</td>
</tr>
<tr>
<td>This paper, IWO</td>
<td>95.81</td>
<td>95.81</td>
<td>96.69</td>
</tr>
<tr>
<td>2 subarrays</td>
<td>98.42</td>
<td>98.35</td>
<td>99.46</td>
</tr>
</tbody>
</table>

numercial results, it can be concluded that the IWO algorithm can operate well with high efficiency and robustness.

4. CONCLUSION

In this paper, the IWO algorithm is used for comprehensive optimization of the nonuniform symmetric linear array in WPT system. The main purpose is to improve the BCE with the multi-constrained conditions. The optimization problem with different azimuth angles and different element numbers is studied. Compared with other classical literatures, the BCE obtained by IWO algorithm is improved. Additionally, the whole antenna array is divided into several subarrays, and the performance of linear array after subarray division is investigated. The element positions, excitation coefficients, and element numbers of subarrays are optimized simultaneously. The numerical results show that BCE is greatly improved. The complexity of the system is also greatly reduced in the case of subarray division. All of these prove the effectiveness and feasibility of the used algorithm and proposed method.
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