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1. INTRODUCTION

PMMSM has bright prospects in lots of fields such as electric vehicles and rail metros due to its wide speed range, high air-gap flux density, etc. [1–5]. The classical control strategies are field-oriented control (FOC) strategy and direct torque control (DTC) strategy [6, 7]. The FOC strategy based on orienting the rotor magnetic field direction, using coordinate transformation to separate the direct and quadrature axes, combined with classical PI controller, achieves a good steady-state performance. The DTC strategy directly controls the torque and stator flux magnitude using a switching table, resulting in a degradation of steady-state performance, but a fast dynamic response [8, 9].

Model Predictive Control (MPC) has the advantages of multi-objectives, multi-constraints, high closed-loop bandwidth, and simple structure [10, 11]. Upon the state of the control set, MPC can be sorted into two types: finite-control-set and continuous-control-set model predictive control (FCS-MPC and CCS-MPC). Depending on control objectives, MPC can be further categorized into predictive current, torque, and flux control. Among them, finite-control-set model predictive current control (FCS-MPCC) combining FSC-MPC and current control strategy has been widely studied due to its simplicity and without weighting factor [12]. With stator current as the prediction variable, FCS-MPCCC strategy obtains future current under the action of a finite number of eight discrete voltage vectors. Then the voltage vector that has the lowest cost function is chosen. Both FCS-MPCC and FOC aim at current control, but FCS-MPCC eliminates the need for cumbersome voltage modulation, removes the use of current regulator, and boosts the dynamic response [13]. The similarity between FCS-MPCC and DTC strategy mechanisms is that both aim at selecting the optimal voltage vector and both have a fast dynamic response, but FCS-MPCC selects the vectors on a sufficient and accurate basis, so the steady state performance is better [14].

Despite the theoretical advantages of FSC-MPCC, the control effect relies on the accuracy of motor parameters and other factors. In practice, motor parameters are difficult to be measured accurately and will change with various working conditions [15]. If there is no current prediction correction part, this control strategy is open-loop predictive control. For open-loop predictive control, parameter mismatch can cause an obvious difference between prediction value and actual value, then affect performance of system.

Currently, scholars have proposed many algorithms to reduce the effects of parameter mismatch in MPC. These algorithms include estimation and compensation of perturbations, model-free prediction, online parameter identification, etc. [16], record the prediction error resulting from each voltage vector in each cycle, and compensate the corresponding predicted value. However, as all voltage vectors are applied intermittently during motor operation, this approach has the issue of stagnant prediction error updating. Based on [16, 17], update the current prediction error resulting from each voltage vector simultaneously in one control cycle. However, the motor parameters are used in its calculation process, and the inaccuracy of the parameters can also introduce error. In [18], integrating prediction error yields lumped disturbance, then the disturbance is compensated in real time. Therefore, the partial correction of the prediction equation reduces the current prediction error. In [19] and [20], the perturbation-related parameters are directly calculated based on information such as voltage and current prediction errors at past moments, and the modi-
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fied prediction equations are updated during each sampling period. However, the direct calculation method is sensitive to external disturbances and measurement errors, which can affect the effectiveness of the compensation. In [21], a model self-regulation technique was presented to calculate the coefficient variation values by using the information of three control cycles and to design the integral estimation method to correct each coefficient of the prediction equations in real time. However, the matrix containing the information of three cycles may be irreversible, which leads to inaccurate calculations.

In addition to the idea of integration, the disturbance observer is also a well-known strategy for compensating the lumped disturbance. The basic principle of the lumped disturbance compensation observation [22–26] is to treat the errors from all influencing factors such as motor parameter mismatch, external disturbances, measurement errors, and inverter nonlinearities as a lumped disturbance, estimating this disturbance by designing an observation mechanism, and then realizing real-time compensation using this estimated disturbance. In [22], a novel strategy is introduced, amalgamating a disturbance observer with a sliding mode (SM) exponential reaching law and deadbeat predictive current control. This approach involves real-time compensation of observed disturbances to the prediction equation, effectively minimizing current prediction errors. By taking parameter mismatches into consideration as a lumped disturbance and state variables, an improved extended state observer (ESO) was developed in [23]. This advancement serves to further elevate the performance of the SM disturbance observer. In [24], a deadbeat control strategy is introduced, incorporating an improved mathematical model and an exponential ESO for observation of lumped disturbance. In [25], an enhanced deadbeat MPCC, combining multiple disturbance observers, is introduced. This approach integrates the Generalized PI Observer (GPO) and SM observer (SMO). In this system, the SMO is utilized to minimize the build-up period due to higher-order GPIO, while GPIO effectively tracks disturbances. In [26], an innovative model-free deadbeat MPCC approach is introduced, leveraging a Luenberger disturbance observer. The method estimates the system’s lumped disturbance by using the observer without motor parameters. However, lumped disturbance compensation approach is not effective to FSC-MPCC, for reasons that will be analyzed later.

A closed-loop control strategy for FSC-MPCC is presented to produce high-performance current tracking effect by reducing prediction error. First, the components of the error due to parameter mismatch are analyzed. Then, the reason that the method of the lumped disturbance compensation is not applicable to FCS-MPC is analyzed. Furthermore, by reasonably categorizing the prediction error into two types and introducing stable proportional-integral (PI) controllers to observe the corresponding parts of the error in a decoupled way, the closed-loop control is designed to minimize the current prediction error. Finally, the experimental outcomes proved that the method in this paper is accurate and efficient.

2. BASIC FSC-MPCC THEORY AND ANALYSIS OF PREDICTION ERROR

2.1. Basic FSC-MPCC Theory in PMSM

The inverter can generate a total of eight combinations of switching states. The voltage vectors are shown in Fig. 1. The current dynamic equation of PMSM in the $d$-$q$ frame is expressed as

$$\begin{align*}
\frac{di_d}{dt} &= -\frac{R_s}{L_d} i_d + \frac{1}{L_d} \omega_q i_q + \frac{1}{L_d} T_s e_d \\
\frac{di_q}{dt} &= -\frac{R_s}{L_q} i_q - \frac{1}{L_q} \omega_d i_d - \frac{1}{L_q} \omega_e + \frac{1}{L_q} u_q
\end{align*}$$

where $R_s$ is the motor stator resistance; $L_d$ and $L_q$ are the $dq$-axis components of stator inductance, respectively; $\psi_f$ is the rotor permanent magnet flux linkage; $\omega_e$ is the electrical rotor angular velocity; $i_d$ and $i_q$ are the $dq$-axis components of stator current, respectively; $u_d$ and $u_q$ are the $dq$-axis components of stator voltage, respectively.

By the forward Euler method, Eq. (1) is discretized as

$$\begin{align*}
\dot{i}_d^p(k+1) &= i_d(k) - \frac{T_s}{L_d} i_d(k) + \frac{T_s}{L_d} \omega_e(k) i_q(k) + \frac{T_s}{L_d} u_d(k) \\
\dot{i}_q^p(k+1) &= i_q(k) - \frac{T_s}{L_q} i_q(k) - \frac{T_s}{L_q} \omega_d(k) i_d(k) - \frac{T_s}{L_q} \omega_e(k) + \frac{T_s}{L_q} u_q(k)
\end{align*}$$

where $T_s$ is the sampling period.

In practical digital circuits, the chosen voltage vector is delayed until the subsequent cycle. Therefore, a two-step prediction is employed, utilizing Eq. (2) once more to forecast current values at the $(k+2)$th moment. Furthermore, constraints are included in cost function to prevent the stator current from going beyond the maximum transient current ($i_{\text{max}}$), as shown in Eq. (3). The predicted values for the $(k+2)$th moment corresponding to eight voltage vectors are calculated. Then, by substituting the predicted values into Eq. (3), the voltage vector that minimizes Eq. (3) is selected.

$$g = |i_{d, \text{ref}} - i_d^p(k+2)|^2 + |i_{q, \text{ref}} - i_q^p(k+2)|^2 + I_{\text{lim}}(k+2)$$

where $i_{d, \text{ref}}$ and $i_{q, \text{ref}}$ represent the reference values for $dq$-axis stator current components, respectively.
2.2. Analysis of Current Prediction Error

From Eq. (2), the accuracy of current prediction values relies on the error among the motor parameters \((R_s, L_d, L_q, \psi_f)\) employed in the prediction algorithm and the actual motor parameters. The motor parameters vary during the operation of the motor, leading to an error between prediction value and actual value. Besides parameter mismatch as a factor, other unmodeled disturbances also contribute to the current prediction error. Considering all disturbances, the actual stator current prediction equation is rewritten as

\[
\begin{align*}
    i_d(k + 1) &= i_d(k) - \frac{T_s}{L_d} i_d(k) + \frac{T_s}{L_d} \omega_e(k) i_q(k) + \frac{T_s}{L_d} u_d(k) + h_d \\
    i_q(k + 1) &= i_q(k) - \frac{T_s}{L_q} i_q(k) - \frac{T_s}{L_q} \omega_e(k) i_d(k) - \frac{T_s}{L_q} u_q(k) + h_q
\end{align*}
\]

where \(h_d\) and \(h_q\) are the \(dq\)-axis components of current prediction error due to other unmodeled disturbances, respectively; \(R_s, L_d, L_q, \psi_f\) are the true values of the stator resistance, the \(dq\)-axis stator inductance components, and the rotor permanent magnet flux linkage, respectively.

By subtracting Eq. (2) from Eq. (4), the \(dq\)-axis components of current prediction error at the \((k + 1)\)th moment can be obtained as follows:

\[
\begin{align*}
    E_d(k + 1) &= i_d(k + 1) - i_d^c(k + 1) \\
    &= D_1 + h_d + A_3 u_d(k) \\
    E_q(k + 1) &= i_q(k + 1) - i_q^c(k + 1) \\
    &= D_2 + h_q + B_3 u_q(k) \\
    D_1 &= A_1 i_d(k) + A_2 \omega_e(k) i_q(k) \\
    D_2 &= B_1 i_q(k) + B_2 \omega_e(k) i_d(k) + B_3 \omega_e(k) \\
    A_1 &= T_s \left( \frac{R_s}{L_d} - \frac{R_s}{L_d} \right), \quad A_2 = T_s \left( \frac{L_q}{L_d} - \frac{L_q}{L_d} \right), \\
    A_3 &= T_s \left( \frac{1}{L_d} - \frac{1}{L_d} \right) \\
    B_1 &= T_s \left( \frac{R_s}{L_q} - \frac{R_s}{L_q} \right), \quad B_2 = T_s \left( \frac{L_d}{L_q} - \frac{L_d}{L_q} \right), \\
    B_3 &= T_s \left( \frac{\psi_f}{L_q} - \frac{\psi_f}{L_q} \right), \quad B_4 = T_s \left( \frac{1}{L_q} - \frac{1}{L_q} \right)
\end{align*}
\]

Compared to very short sampling interval, the motor parameters change slowly and can be regarded as constants. Thus, coefficients \(A_1\sim 3\) and \(B_1\sim 4\), which depend on the motor parameters, can be considered as constants. \(h_d\) and \(h_q\) can also be considered as constants due to their small variations. From Eq. (5), the current prediction errors are linked to the \(dq\)-axis current components, electrical angular velocity, as well as \(dq\)-axis voltage components. During the steady-state condition, \(i_d\), \(i_q\), and \(\omega_e\) can be regarded as invariants, so the \(D_1\) and \(D_2\) error parts can also be regarded as constants. During the dynamic operating condition, the \(D_1\) and \(D_2\) error parts are caused by the current and electrical angular velocity transitioning from one steady-state values to another. For FSC-MPCC, a voltage vector is employed for a sampling period, and the amplitudes of \(u_d\) and \(u_q\) vary over a wide range (from \(-2 * U_{dc}/3\) to \(2 * U_{dc}/3\)). Due to the discrete nature of individual voltage vector, \(u_d\) and \(u_q\) are non-differentiable quantities in time and discontinuously vary (e.g., one active vector is selected in the previous moment which has large values of \(u_d\) and \(u_q\), and one zero vector in the next moment, which has both \(u_d\) and \(u_q\) as 0). Therefore, similar to \(u_d\) and \(u_q\), the voltage-dependent error components \((A_3 u_d\) and \(B_3 u_q)\) vary over a wide range and are discontinuously non-differentiable during steady-state and dynamic operating conditions. Moreover, since the voltage-dependent error is the main part of the prediction error, the prediction errors \(E_d\) and \(E_q\) are also quantities with a large range of variation and discontinuous non-differentiable, as shown in Fig. 2.

From Fig. 2, the current prediction errors vary both positively and negatively over a broad range with different voltage vectors. Treating the prediction errors as a lumped disturbance, the approach of observing the disturbance using an observer or to integrate the current prediction errors to get the disturbance value and then compensate for them can only address the DC components of the prediction errors, not the components that vary with voltage. Consequently, substantial errors may still persist even after the lumped disturbance compensation.

3. THE PROPOSED METHOD

Since traditional FSC-MPCC is an open-loop predictive control, the predictive model cannot be effectively adjusted when...
The voltage-dependent error terms in Eq. (5) are denoted as $f_d$ and $f_q$, respectively, and the voltage coefficients of the voltage-dependent error terms are denoted as $c_d$ and $c_q$ (i.e., $c_d = A_3$, $c_q = B_3$). The current prediction error equation can be rewritten as follows:

$$
\begin{align*}
E_d(k+1) &= i_d(k+1) - \hat{i}_d(k+1) = f_d + c_d u_d(k) \\
E_q(k+1) &= i_q(k+1) - \hat{i}_q(k+1) = f_q + c_q u_q(k) \\
f_d &= D_1 + h_d = A_1 i_d(k) + A_2 \omega_e(k) i_q(k) + h_d \\
f_q &= D_2 + h_q = B_1 i_q(k) + B_2 \omega_e(k) i_d(k) + B_3 \omega_e(k) + h_q
\end{align*}
$$

By adding Eq. (2) and Eq. (6), the discrete current equation for PMSM is expressed as follows:

$$
\begin{align*}
i_d(k+1) &= \left[ i_d(k) - \frac{T_s R_s}{L_d} i_d(k) + \frac{T_s L_q}{L_d} \omega_e(k) i_q(k) \right] + f_d + c_d u_d(k) \\
i_q(k+1) &= \left[ i_q(k) - \frac{T_s R_s}{L_q} i_q(k) - \frac{T_s L_d}{L_q} \omega_e(k) i_d(k) \right] - \frac{T_s \psi_e}{L_q} \omega_e(k) + \frac{T_s}{L_q} u_q(k) + f_q + c_q u_q(k)
\end{align*}
$$

The components of $f_d$ and $f_q$ are $D_1$, $h_d$ and $D_2$, $h_q$, respectively. From the previous analysis, $D_1$ and $D_2$ can be regarded as constants during steady state, so $f_d$ and $f_q$ can also be constants. With variations in motor speed and load torque, the motor changes its output electromagnetic torque and enters another steady state after a short adjustment. In this process, $f_d$ and $f_q$ also transition from one steady constant value to another. $c_d$ and $c_q$ are constants related to inductance mismatch. For the introduced PI controllers, both types of DC information are observable.

From Eq. (6), the prediction errors $E_q$ and $E_d$ contain the information of $f_d$, $f_q$, $c_d$ and $c_q$. When the optimal voltage vector applied at the $(k-1)$th moment is a zero vector, the prediction error measured at the $k$th moment does not contain any voltage term, and the current errors $E_q$ and $E_d$ at the $k$th instant have a direct relationship with $f_d$ and $f_q$. Therefore, based on the premise of applying a zero vector at the $(k-1)$th moment, the PI controllers can be designed to observe $f_d$ and $f_q$, as shown in Eq. (8). The control schematic is shown in Fig. 4.

$$
\begin{align*}
\hat{f}_d(k) &= I_d(k) + K_d (i_d(k) - \hat{i}_d(k)) \\
I_d(k) &= I_d(k-1) + T_s G_d (i_d(k) - \hat{i}_d(k)) \\
\hat{f}_q(k) &= I_q(k) + K_q (i_q(k) - \hat{i}_q(k)) \\
I_q(k) &= I_q(k-1) + T_s G_q (i_q(k) - \hat{i}_q(k))
\end{align*}
$$

The observed $f_d$ and $f_q$ are feedback compensated into the prediction equation, and the compensated current prediction equation is as follows:

$$
\begin{align*}
\hat{i}_d^P(k+1) &= \left[ i_d(k) - \frac{T_s R_s}{L_d} i_d(k) + \frac{T_s L_q}{L_d} \omega_e(k) i_q(k) \right] + \frac{T_s}{L_d} u_d(k) + \hat{f}_d \\
\hat{i}_q^P(k+1) &= \left[ i_q(k) - \frac{T_s R_s}{L_q} i_q(k) - \frac{T_s L_d}{L_q} \omega_e(k) i_d(k) \right] - \frac{T_s \psi_e}{L_q} \omega_e(k) + \frac{T_s}{L_q} u_q(k) + \hat{f}_q
\end{align*}
$$

When an active voltage vector is applied at the $(k-1)$th moment, and both $u_d(k-1)$ and $u_q(k-1)$ are not zero, the prediction errors $E_q$ and $E_d$ contain the voltage-independent components and voltage-dependent components from Eq. (6). However, since $f_d$ and $f_q$ have been compensated into the prediction equation by the zero-vector case, $E_q$ and $E_d$ do not contain $f_d$.
and \( f_d \), so \( E_d/u_d \) and \( E_q/u_q \) have a direct logical relationship with \( c_d \) and \( c_q \). Therefore, based on the premise that an active vector is applied at the \((k-1)\)th moment, and both \( u_d(k-1) \) and \( u_q(k-1) \) are not zero. The PI controllers can be designed to observe \( c_d \) and \( c_q \) as in Eq. (10), and the control schematic is shown in Fig. 5.

\[
\begin{align*}
\Delta c_d &= \frac{\hat{i}_d(k) - i_d(k-1)}{u_d(k-1)} \cdot \hat{c}_d(k) = V_d(k) + K_{d2} \Delta c_d, \\
V_d(k) &= V_d(k-1) + T_s G_{d2} \Delta c_d \\
\Delta c_q &= \frac{\hat{i}_q(k) - i_q(k-1)}{u_q(k-1)} \cdot \hat{c}_q(k) = V_q(k) + K_{q2} \Delta c_q, \\
V_q(k) &= V_q(k-1) + T_s G_{q2} \Delta c_q
\end{align*}
\] (10)

In Eq. (8) and Eq. (10), \( K_{d1}, K_{q1}, G_{d1}, G_{q1}, K_{d2}, K_{q2}, G_{d2}, G_{q2} \) are the observer parameters. To ensure the stability of this closed-loop feedback system and obtain a good dynamic and steady-state response, it is important to choose the appropriate parameters. The process of tuning the parameters is relatively simple and will not be discussed here.

Since only one voltage vector is applied in one sampling period, only one set of data, \( f_d, f_q \), or \( c_d, c_q \), is updated in a control cycle, and the data that has not been updated follows the latest value. Since both \( f_d, f_q, c_d, c_q \) can be regarded as constants at steady state, the delayed update causes little impact on the compensation accuracy. After feedback compensation into the prediction equation, the current prediction equation is as follows:

\[
\begin{align*}
\hat{i}_d(k+1) &= \left[ i_d(k) - \frac{T_s R_{d} }{L_d} i_d(k) + \frac{T_s L_q}{L_d} \omega_c(k) i_q(k) \\
&+ \frac{T_s}{L_d} u_d(k) \right] + \hat{f}_d + \hat{c}_d u_d(k) \\
\hat{i}_q(k+1) &= \left[ i_q(k) - \frac{T_s R_{q} }{L_q} i_q(k) - \frac{T_s L_d}{L_q} \omega_c(k) i_d(k) \\
&- \frac{T_s}{L_q} \omega_c(k) \frac{L_d}{L_q} u_q(k) \right] + \hat{f}_q + \hat{c}_q u_q(k)
\end{align*}
\] (11)

Considering two-step prediction, after the first step of current prediction, the second step of prediction is formulated as

\[
\begin{align*}
\hat{i}_d^p(k+2) &= \left[ i_d(k+1) - \frac{T_s R_{d} }{L_d} i_d(k+1) \\
&+ \frac{T_s L_q}{L_d} \omega_c(k) i_q(k+1) \\
&+ \frac{T_s}{L_d} u_d(k+1) \right] + \hat{f}_d + \hat{c}_d u_d(k+1) \\
\hat{i}_q^p(k+2) &= \left[ i_q(k+1) - \frac{T_s R_{q} }{L_q} i_q(k+1) \\
&- \frac{T_s L_d}{L_q} \omega_c(k) i_d(k+1) \\
&- \frac{T_s}{L_q} \omega_c(k) \frac{L_d}{L_q} u_q(k+1) \right] + \hat{f}_q + \hat{c}_q u_q(k+1)
\end{align*}
\] (12)

In this paper, the prediction equations and prediction error are analyzed in detail. Then the values of \( f_d, f_q, c_d, \) and \( c_q \) are observed, and the observed values are fed back to correct the prediction equations. This closed-loop prediction method is used instead of the open-loop prediction method to improve the immunity and robustness of the inner loop of current prediction. In the following, experiments will be performed to verify that the proposed method can eliminate the prediction error in time and improve the robustness of the system under the parameter mismatch.

4. EXPERIMENTAL VERIFICATION

This paper is based on RT-LAB experimental platform for experimental verification, and the platform is shown in Fig. 6. To highlight the effectiveness of the method proposed in this paper, the traditional FCS-MPCC (T-MPCC) and lumped disturbance compensation FCS-MPCC (LDC-MPCC) [22] are used as comparison experiments in this paper, and the sampling frequency is 40 kHz. \( i_{q-ref} \) is derived from the speed loop PI controller, and \( i_{d-ref} = 0 \). A. The parameters of the PI controllers are set as \( K_{d1} = K_{q1} = 0.05, G_{d1} = G_{q1} = 500, \) and \( K_{d2} = K_{q2} = 0.02, G_{d2} = G_{q2} = 200 \). The surface-mounted PMSM parameters are shown in Table 1.

Here, \( R_{s0}, L_{s0}, \) and \( \psi_{fly} \) are nominal values, and \( R_s, L_s, \) and \( \psi_f \) are the parameters that are used in prediction equation.

Since the change of motor parameters is not controlled, this paper simulates motor parameters mismatch by changing the
values of the parameters used in the current prediction equation. Three control methods are compared and experimented under stable operating condition when all three parameters are severely mismatched. The results are shown in Fig. 7, where the parameters used in the prediction calculations satisfy $R_s = 0.2R_{s0}$, $L_s = 3L_{s0}$, and $\psi_f = 2\psi_{f0}$; the motor speed is 1000 rpm; and the load torque is 4 Nm.

As shown in Figs. 7(a) and (b), when there is a mismatch in parameters, the $q$-axis current prediction errors of both the T-MPCC and LDC-MPCC are very large, with the maximal errors being 0.42 A and 0.38 A, respectively. Compared to T-MPCC, LDC-MPCC compensates the DC disturbance so that the positive and negative magnitudes of the errors are the same, slightly reducing the maximum error. The lumped disturbance compensation method can only eliminate the DC component of the disturbance, but not the prediction error related to voltage. In Fig. 7(c), the proposed method converges the current prediction error $E_q$ to within ±0.03 A by effective compensation, which improves the prediction accuracy. Substantial $q$-axis current steady-state ripples and stator current harmonics result from the substantial prediction errors of T-MPCC and LDC-MPCC. The $i_q$ ripples reach 0.93 A and 0.86 A, and the stator current harmonics are 6.28% and 6.15%, respectively. The proposed scheme effectively reduces the current prediction error, resulting in a decrease of $i_q$ ripples and stator current harmonics to 0.62 A and 4.60%, respectively.

Based on the steady-state experiments mentioned above, the experiments of sudden change of motor speed reference and load torque are added for the proposed method, and the results are shown in Fig. 8. In Fig. 8(a), when the motor speed changes (1000 rpm $\rightarrow$ 1500 rpm $\rightarrow$ 1000 rpm $\rightarrow$ $-1000$ rpm), the proposed method can keep the prediction error in a very small range, and the experimental results show that the dynamics also do not affect the accuracy of the proposed method’s observation. In Fig. 8(b), the motor load torque changes (2 Nm $\rightarrow$ 4 Nm $\rightarrow$ 6 Nm $\rightarrow$ 3 Nm). A similar conclusion can be drawn that, with different loads or sudden loading and unloading, the proposed method can keep the prediction error in a very small range.

In order to verify the dynamic regulation ability of proposed method, the motor parameters used in the prediction equation are changed suddenly when the motor speed is 1000 rpm with
4 Nm load torque, and the comparison waveforms are shown in Figs. 9–11. When the parameters are not changed and matched with the actual motor parameters, the experimental waveforms of the three methods are shown in Fig. 9. Comparing the waveforms of three methods, when the parameters used in the prediction model matched with the actual parameters, all prediction errors are very small, and all steady-state performances are similar.

When the motor is operating at 1000 rpm and 4 Nm load torque, and the parameters are matched, the resistance \( R_s \) and magnet flux linkage \( \psi_f \) used in the prediction equation are suddenly changed (\( R_{s0} \) to \( 0.2R_{s0} \), \( \psi_{f0} \) to \( 2\psi_{f0} \)) at the same time, and the waveforms are shown in Fig. 10. From Fig. 10(a), the sudden variations of \( R_s \) and \( \psi_f \) result in an immediate increase in the prediction error \( E_q \) in T-MPCC and a shift between the reference and the actual value of \( i_q \). From Figs. 10(b), (c), for...
Experimental results: $i_q$, $i_a$, $E_d$ and $E_q$ of three methods at 1000 rpm and 4 Nm load torque when $R_s$ and $\psi_f$ are suddenly changed. (a) T-MPCC. (b) LDC-MPCC. (c) The proposed method.

Experimental results: electromagnetic torque $T_e$, $i_a$, $E_d$ and $E_q$ of three methods at 1000 rpm and 4 Nm load torque when $L_s$ is suddenly changed from $L_{s0}$ to $3L_{s0}$. (a) T-MPCC. (b) LDC-MPCC. (c) The proposed method.

The LDC-MPCC and the proposed method, the prediction errors increase immediately at the sudden changes of $R_s$ and $\psi_f$, but the compensation mechanism makes the current prediction errors converge quickly and suppresses the current static error. It should be noted that the errors caused by the mismatch of $R_s$ and $\psi_f$ are DC error quantities. This indicates that for the prediction error due to the mismatch of $R_s$ and $\psi_f$, both the LDC-MPCC and the proposed method are able to compensate for it in time and improve the prediction accuracy. The three control methods have the same $i_q$ ripples, indicating that the mismatch of $R_s$ and $\psi_f$ can only affect the current static error and not increase the $i_q$ ripples.

When the motor is operating at 1000 rpm and 4 Nm load torque, and the parameters are matched, the synchronous inductance $L_s$ used in the prediction equation is suddenly changed ($L_{s0}$ to $3L_{s0}$), and the waveforms are shown in Fig. 11. From Figs. 11(a) and (b), the current prediction errors of T-MPCC and LDC-MPCC immediately increase when the inductance
FIGURE 12. Experimental results: electromagnetic torque $T_e$, $i_a$, $E_d$ and $E_q$ of three methods at 1000 rpm and 4 Nm load torque when $R_s$, $L_s$ and $\psi_r$ are suddenly changed. (a) T-MPCC. (b) LDC-MPCC. (c) The proposed method.

parameters are mismatched, and the error ripples reach 0.8 A. Meanwhile, the inductance mismatch also causes an increase in the torque ripples and stator current harmonics of both methods. The LDC-MPCC method can only compensate for the DC disturbance, and it cannot compensate for the discrete voltage-dependent disturbance. Compared to T-MPCC, LDC-MPCC merely makes the average value of the current prediction error zero, which means that the positive and negative fluctuation ranges are the same, but it cannot reduce the fluctuation range. From Fig. 11(c), the proposed method can correct prediction model through feedback compensation, which makes the current prediction error converge quickly and suppresses the deterioration of torque ripples and current harmonics.

For further verifying the dynamic regulation capability of the proposed method, $R_s$, $\psi_f$, and $L_s$ used in the prediction equation of the normal operation motor are suddenly changed at the same time. $R_s$ is changed from $R_{s0}$ to $0.2R_{s0}$; $\psi_f$ is changed from $\psi_{f0}$ to $2\psi_{f0}$; and $L_s$ is changed from $L_{s0}$ to $3L_{s0}$. The experimental results are shown in Fig. 12. Similar conclusions can be reached by the closed-loop dynamic compensation mechanism, and the proposed method observes the DC quantities $f_d$, $f_q$ and voltage coefficients $c_d$, $c_q$ and feedback compensation, which leads to a fast convergence of the current prediction error. Fig. 13 shows the waveforms of error coefficients $f_d$, $f_q$, $c_d$ and $c_q$ for this experiment, and the dynamic response of the observation system is fast and has good tracking performance. In summary, the proposed method achieves fast and stable observation with better error compensation.

5. CONCLUSION

Aiming at the parameter mismatch issue, a closed-loop control strategy for FSC-MPCC is presented in this paper. By the detailed analysis of prediction error and the fact that the lumped disturbance error compensation method cannot compensate the error related to the discrete voltage, this paper divides the current prediction error into the voltage-independent part and the voltage-dependent part. The voltage-independent part is the
DC quantity, and the voltage-dependent part is the discontinuous quantity that varies with the discrete voltage vector but whose coefficients are the DC quantities caused by the inductance mismatch. According to the different features of prediction error caused by zero and non-zero vectors, the decoupling of the two parts of prediction error is realized, and the proposed method employs two sets of proportional-integral regulators to obtain the DC components of these two parts and feeds them back into the prediction model to realize closed-loop dynamic compensation. Finally, comparative experiments verify that the proposed method can achieve good control performance and robustness under the multi-parameter mismatch condition, overcoming the drawbacks of lumped disturbance compensation.
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